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Abstract 
 

When the interest operator is used as a feature 
extraction algorithm for face recognition, the 
algorithm may encounter the following problem: under 
complex imaging conditions such as varying facial 
expression, the feature extraction results of two 
corresponding blocks from two face images of the 
same subject may have low similarity. In order to 
address this problem, we propose a new algorithm in 
which an original image is first divided into a number 
of overlapping blocks and then the variations of pixel 
gray values of each block is calculated. Face 
recognition based on the new algorithm is able to 
obtain results with high similarity for the 
corresponding blocks from two images of the same 
subject. Experimental results on the FERET face 
database show that the combination of the proposed 
algorithm and 2DPCA or 2DFLD offers significant 
accuracy improvement over the combination of the 
conventional interest operator and 2DPCA or 2DFLD.                                                       
 
1. Introduction 
 

Face recognition is one important branch of 
biometric research. Complex circumstances such as 
various pose, face expression, and lighting condition 
make face recognition challenging. Indeed, to obtain 
features with strong identification ability and have 
robustness to the complex circumstance is significant 
for face recognition. Nowadays some statistics-based 
technologies such as a robust face matching method 
under different lighting conditions proposed by 
Chyuan [1] and a robust method for various face 
expression proposed by Hossein [2] have solved the 
problem in a way, but when the change is tremendous, 
the recognition accuracy may also be low. 

The interest operator has been used in the area of 
signal processing and digital image processing. It is 
first proposed by Moravec [3] for the feature extraction 
of automatic robot navigation system in 1981. Then it 

is used by Nasrabadi [4] for the stereo vision 
correspondence and used by Wang [5] for the 
automatic target recognition. Caleanu is the first to 
exploit the interest operator for face recognition [6]. 
After that, Zhao proposed a kind of reformative 
interest filter for face recognition [7]. 

Face recognition using the interest operator may 
encounter the following problem: The interest operator 
can not describe the variations among the adjacent 
pixels in different blocks as the blocks are independent 
with each other, so when the circumstance is complex, 
the feature extraction results of the conventional 
interest algorithm on two corresponding blocks from 
two face images of the same subject may have low 
similarity. In other words, there may be much 
difference between the results of the two 
corresponding blocks obtained using the interest 
operator. It is difficult for face recognition using the 
interest operator to obtain high accuracy under 
complex circumstance.  

In this paper, a new algorithm is proposed in which 
the images are first divided into overlapping blocks 
and then the interest operator is applied to each block 
to compute the variations of pixel gray values. The 
rationale of the proposed algorithm is as follows: since 
different blocks overlap one another, it can smooth the 
change of different face images of the same subject, so 
it will be more similar for the results of the two 
corresponding blocks of two face images generated 
from the same subject than the results of the two 
corresponding blocks obtained using the conventional 
interest operator. As a result, we may obtain higher 
accuracy by using the proposed algorithm. A number 
of experiments on FERET database show that the 
combination of the proposed algorithm and 2DPCA or 
2DFLD obtains higher accuracy than the combination 
of the conventional interest operator and 2DPCA or 
2DFLD. 

 

2. The conventional interest algorithm 
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The conventional interest operator is used to find 
the directional variances of image pixels in the 
horizontal, vertical and both diagonal directions for 
each block of an image [5].  

The conventional interest operator can be described 
as follows: the mean of a block is calculated by Eq.(1) 
and the center variance 2σ is calculated by Eq. (2). 

2
0σ , 2

45σ ，
2
90σ and 2

135σ  are used to calculate the 

directional variances in horizontal, diagonal 45°− , 
vertical and diagonal 135°− respectively. 2

0σ , 2
45σ ，

2
90σ and 2

135σ  are respectively calculated by Eq.(3), (4), 
(5) and (6).     
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Suppose that the size of each block is P×Q and 

{ }( , ),1 ,1p x y x P y Q≤ ≤ ≤ ≤ refers to the gray 

value of the point ),( yx in a block. If an image is of 
size of 80×80, and we divide it with 2×2 blocks. We 
calculate 2

135
2
90

2
45

2
0

2 ,,,, σσσσσ  for each block, so 
we can get 1600(40×40) blocks for each direction. Put 
them together, the conventional interest operator will 
obtain an 8000-dimensional feature (40×200) for an 
original face image. We can perform face recognition 
using these features extracted from the original face 
images. 
 

3. The new algorithm  
 

Face recognition using the conventional interest 
operator has the following shortcoming: under the 
circumstances of various pose, facial expressions, and 
lighting condition, there may be much difference 
between a block of one face image of a subject and the 

corresponding block of another face image of the same 
subject. This will be disadvantageous for face 
recognition using the conventional interest operator to 
obtain high accuracy. In order to overcome this 
disadvantage, we propose a new algorithm for face 
recognition. The new algorithm first divides each 
image into a number of overlapping blocks, and then 
the interest operator is applied to each block to 
compute the variations of pixel gray values. One can 
classify the samples using the obtained results of face 
images. 

The proposed algorithm can be shown more clearly 
by the following example: if we divide the original 
image into a number of 4×4 overlapping blocks and 
half of each block is overlapped by its adjacent blocks, 
then a 80×80 image will obtain 1521 (=39×39) blocks 
for each direction. As a result, the result of the original 
image will form a 7605-dimensional vector (39×195). 

Features obtained using the conventional interest 
operator or our algorithm is usually quite 
high-dimensional. Linear feature extraction methods 
such as 2DPCA or 2DFLD can be used to transform 
the results into lower-dimensional feature. For detail of 
2DPCA and 2DFLD, please see [8-14]. 
 

4. Experiments 
 

In this section, we conduct experiments on the 
FERET face database in which there are 200 subjects, 
each subject provides 7 face images with various 
lighting condition, pose and face expression. The size 
of each image is 80×80. We conduct experiments using 
several different schemes. All of our experiments are 
carried out based on Matlab 7 and a PC machine with 
P4 3 GHz CPU and 512 MB RAM memory. 

 

4.1 Experiment on the combination of 2DPCA 
or 2DFLD and the conventional interest 
operator 

 
In this experiment, we will compare the following 

approaches: 2DPCA, 2DFLD and the combination of 
2DPCA or 2DFLD and the conventional interest 
operator. The combination of 2DPCA or 2DFLD and 
the conventional interest operator works as follows: 
first, the conventional interest operator is applied to 
every image block. Note that each block produces five 
values, i.e. 2

135
2
90

2
45

2
0

2 ,,,, σσσσσ . Hence, each 

value such as 2σ of all the blocks can form a matrix. 
After the conventional interest operator is carried out 
for all blocks of an image, we can obtain five matrices. 
Then 2DPCA or 2DFLD is used to extract features 
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from the combination of the five matrices of every 
image. 

We compute the similarity between two face images 

using ( , )
Tx yx y

x y
δ =

×
, where yx,  are two 

one-dimensional vectors representing feature 
extraction results of the two face images. We classify 
the samples according to the similarities. We randomly 
choose three samples of each subject as the training 
samples and regard the remaining four samples as the 
test samples. 2×2, 2×4, 4×4 and 8×4 blocks are applied 
to the approaches and the dimension varies from 20 to 
80. Fig.1 presents recognition accuracies of different 
approaches. 
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(a)                   (b) 

Fig.1. The results for the combination of 2DPCA 
and the conventional interest operator 
shown in (a) and the combination of 2DFLD 
and the conventional interest operator 
shown in (b) 

Fig.1 shows that the combination of 2DPCA and the 
conventional interest operator is not able to obtain 
higher accuracy than 2DPCA, and the combination of 
2DFLD and the conventional interest operator is not 
able to obtain higher accuracy than 2DFLD, either. 
 

4.2 Experiment on Scheme 1 of our algorithm 
 

In this experiment, we calculate 
2
135

2
90

2
45

2
0

2 ,,,, σσσσσ  for each pixel. In other word, 
our approach allows two adjacent blocks to overlap 
one another with the maximum extent, so, there will be 
only one line or one row not overlapped by the 
adjacent blocks at one time. Therefore, an 80×80 
image will also get an 80×80 target image for each 
direction. Note that we will extract 32000-dimensional 
feature from an 80×80 image by using the Scheme 1 of 
our algorithm, high computational cost is a 
disadvantage of this scheme. 2×2, 2×4, 4×4 and 8×4 
blocks are also applied to the scheme. Fig. 2 shows the 
experimental results of different approaches.  

From Fig.2 we can see that the combination of 
2DPCA and Scheme 1 of our                                                                
algorithm can offer significant accuracy improvement 
over 2DPCA, and the combination of 2DFLD and 

Scheme 1 of our algorithm can also greatly 
outperforms 2DFLD. 
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         (a)                  (b) 
Fig.2. The results for the combination of 2DPCA 

and Scheme 1 of our algorithm shown in (a) 
and the combination of 2DFLD and Scheme 1 
of our algorithm shown in (b) 

 

4.3 Experiment on Scheme 2 of our algorithm 
 

Scheme 2 of our algorithm refers to applying our 
algorithm to 2×4, 4×4 and 8×4 blocks for which half of 
the region of a block is overlapped by the adjacent 
block. The experimental results of Scheme 2 are shown 
in Fig.3: 
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(a)                  (b) 
Fig.3 The results for the combination of 2DPCA 

and Scheme 2 of our algorithm shown in (a) 
and the combination of 2DFLD and Scheme 2 
of our algorithm shown in (b) 

From Fig.3, we can see that the combination of 
Scheme 2 of our algorithm and 2DPCA can get much 
higher recognition accuracy than 2DPCA , and the 
combination of Scheme 2 of our algorithm and 2DFLD 
also performs much better than 2DFLD. 
 

4.4 Experiment on Scheme 3 of our approach 
 

Scheme 3 of our algorithm refers to applying our 
algorithm to 2×4, 4×4 and 8×4 blocks for which one 
fourth of the region of a block is overlapped by the 
adjacent block. The experimental results are shown in 
Fig.4:  

From Fig.4 we can see that Scheme 3 of our 
algorithm obtains lower accuracy than Scheme 1 and 
Scheme 2 of our algorithm. The combination of 
Schemes 1, 2 and 3 of our algorithm and 2DPCA or 
2DFLD all outperform 2DPCA or 2DFLD, 
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respectively. 
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Fig.4 The results for the combination of 2DPCA 
and Scheme 3 of our algorithm shown in (a) 
and the combination of 2DFLD and Scheme 3 
of our algorithm shown in (b) 

In order to see the experimental results of Sections 
4.1-4.4 more clearly, we use Table 1 to summarize the 
results, including the highest recognition accuracy of 
each scheme. Table 1 also shows the time taken by the 
schemes and the feature extraction time taken by 
2DPCA or 2DFLD when the highest recognition 
accuracies are obtained.   

Table.1 Experimental results of all the schemes 
 The highest 

recognition 
accuracy 
(%) 

Time for 
the 
schemes 
(s) 

Feature 
extracti
on 
Time(s) 

2DPCA 67.5  276.1 
2DFLD 71.75  273.5 
IO+2DPCA 65 349.7 232.3 
IO+2DFLD 71.25 349.7 229.8 
I(1)+2DPCA 76.75 1354.6 649.4 
I(1)+2DFLD 80.75 1033.8 589.6 
I(1/2)+2DPCA 76.75 621.4 388.03 
I(1/2)+2DFLD 81 593.9 356.8 
I(1/4)+2DPCA 72.25 477.1 310.7 
I(1/4)+2DFLD 74.625 477.1 306.2 

IO represents the conventional interest operator. 
I(1),I(1/2) and I(1/4) stand for Schemes 1,2 and 3 of 
our algorithm, respectively. From Table 1, we can see 
that the combination of Scheme 1, 2, 3 of our 
algorithm and 2DPCA or 2DFLD are all able to obtain 
higher recognition accuracy than the combination of 
2DPCA or 2DFLD and the conventional interest 
operator. Scheme 1 performs as better as Scheme 2 of 
our algorithm. However, among all the schemes, the 
combination of Scheme 1 of our algorithm and 2DPCA 
or 2DFLD takes the longest time to implement the 
scheme and the feature extraction. Indeed, the 
combination of 2DPCA and our algorithm obtains a 
maximum improvement in accuracy of 11.75% in 
comparison with the combination of 2DPCA and the 
conventional interest operator, and obtains a maximum 
improvement in accuracy of 9.25% in comparison with 
2DPCA. The combination of 2DFLD and our 
algorithm obtains a maximum improvement in 

accuracy of 9.75% in comparison with the combination 
of 2DFLD and the conventional interest operator, and 
obtains a maximum improvement in accuracy of 
9.25% in comparison with 2DFLD. 
 

4.5 Robustness analysis of the new algorithm 
 
At this section, we choose five images for each 

subject. Among them images (b), (c), (d) and (e) have 
some change in pose, facial expression and lighting 
condition from image (a). The five images of one 
people from the FERET face database are shown in 
Fig.5: 

 
(a)    (b)     (c)     (d)     (e) 

Fig.5.The five pictures we choose for one people in 
FERET 

In Fig.5, image(b), (c) have some pose change from 
image(a), image (d) has some expression change form 
image (a), image (e) has some lighting condition 
change from image (a). We compute the similarities 
between images (b), (c), (d), (e) and image (a) of each 

subject using ( , )
Tx yx y

x y
δ =

×
. Note that the 

interest operator produces five resultant images for 
each original image. We concatenate the five resultant 
images of every original image and convert the 
concatenation result into a vector, which we call the 
vector corresponding to the resultant images. We also 
calculate the similarities between the vector 
corresponding to the resultant images of the original 
face image (a) and those corresponding to the resultant 
images of the original face images (b), (c), (d), (e) for 
each scheme. Then the means of the similarities for all 
the subjects in FERET database are shown in Table 2. 
The blocks in all the experimental schemes have the 
same size of 8×4. The second to fifth columns 
respectively represent the means of the similarities 
between (a) and (b), (c), (d), (e). 
Table.2. Similarities between (a) and (b), (c), (d), (e) 

 2 3 4 5 
OI 0.95639 0.95882 0.96397 0.94361 
IO 0.95314 0.9502 0.98437 0.93702 
I(1) 0.96422 0.9658 0.9899 0.95361 
I(1/2) 0.96311 0.96269 0.98953 0.95531 
I(1/4) 0.95361 0.96168 0.98442 0.94693 
OI represents the similarities between the original 

images (b), (c), (d), (e) and the original image (a). IO, 
I(1), I(1/2) and I(1/4) respectively represent the 
similarities in each scheme between the 
one-dimensional vectors of the resultant images of the 
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original face image (a) and the one-dimensional 
vectors of the resultant images of the original face 
images (b), (c), (d), (e). From the data above, we can 
see, Scheme 1, 2 and 3 are all robust for the change in 
pose, facial expression and lighting condition because 
the similarities in Line 2, Line 3, Line 4 and Line5 for 
the schemes are higher than the data in Line2, Line 3, 
Line 4 and Line 5 of OI. The performance of Scheme 1 
is as better as Scheme 2. The highest similarity for 
Scheme 1 is 0.9899 and the highest similarity for 
Scheme 2 is 0.98953, while the highest similarity for 
OI is 0.96397. The conventional interest operator is 
robust for the change of facial expression. Indeed, the 
similarity in Line 4 of IO reaches 0.98437 and the data 
for OI is 0.96397.  

The data in Table.2 can prove why the schemes of 
our algorithm can obtain higher recognition accuracy 
than the conventional interest operator. 

 

5. Conclusion 
 

The new algorithm proposed in this paper first 
divides an original image into a number of overlapping 
blocks and then computes the variations of pixel gray 
values of each block. When the new algorithm is 
applied to two corresponding blocks from two images 
of the same subject, the results of the two blocks have 
higher similarity in comparison with the results 
obtained using the conventional interest operator. 
Experimental results on the FERET database show that 
the combination of the proposed algorithm and 2DPCA 
or 2DFLD obtains significant accuracy improvement 
over the combination of the conventional interest 
operator and 2DPCA or 2DFLD. Especially, Scheme 2 
of our algorithm performs very well in face 
recognition.  
 

Acknowledgements 
 

We wish to thank the National Natural Science 
Foundation of China (No. 60602038) and the Natural 
Science Foundation of Guangdong province, China 
(No. 06300862 ) for supporting. 
 

References 
 
[1].Chyuan-Huei, Thomas Yang, Shang-Hong Lai, 

Long-Wen Chang. Robust Face Matching Under 
Different Lighting Conditions. IEEE International 
Conference on Multimedia and Expo, vol.2. ,2001, 
pp.359-362. 

[2].Hossein Ebrahimpour-Komleh, Vinod Chandran, Sridha 
Sridharan. Robustness to expression variations in 
fractal-based face recognition. International Symposium 

on Signal Processing and its Applications (ISSPA). 
Aug.13-16, Australia. v1,2001, pp.359-362.  

[3].H.Moravec, Robot Rover Visual Navigation. University 
of Michigan Research Press, Ann Arbor, MI,1981. 

[4].N.M.Nasrabadi, C.Y. Choo. Hopfield Network for Stereo 
Vision Correspondence. In:Gupta, M. Knopf, G.(Eds.), 
Neuro Vision Systems Principles and Applications. 
IEEE Transactions on Neural Networks, vol.2, No.1. 
1994, pp.442-458. 

[5].L.C. Wang, S.Z. Der, N.M. Nasrabadi. Automatic Target 
Recognition Using a Feature Decomposition and Data 
Decomposition Modular Neural Network. IEEE 
Transaction on Image Processing. vol. 7, no.8, 1998, 
pp.1113-1121. 

[6].C.D. Caleanu. Face Recognition Using Parallel Neural 
Processing and Interest Operator Method. Ph.D. thesis. 
University POLITEHNICA Timisoara, 2001. 

[7]. Zhao Tuo. Several Approaches for Feature Extraction 
and Selection for Face Recongnition. M.S. degree thesis. 
University of Harbin Institute of Technology （ in 
Chinese）. 2007. 

[8]. Chen Fubin, Chen Xiuhong, Gao Xiumei, Yang Jingyu. 
Genera liza tion of 2DPCA and its applica tion in face 
recognition. Computer Applications. vol.25, no.8. 2005, 
pp. 1767-1770. 

[9].Sui Ruixia, Wang Yaming, Huang Wenqing. Application 
of 2DPCA in face recognition based on GA. Computer 
Engineering and Design. vol.28, no.10. 2007, pp. 
2398-2400. 

[10].Nhat, Vo Dinh Minh, Lee, Sungyoung. Improvement on 
PCA and 2DPCA algorithms for face recognition. 4th 
International Conference on Singapore Image and Video 
Retrieval, CIVR. Singapore. v3568. 2005, pp. 568-577. 

[11].Sanguansat, Parinya; Asdornwised, Widhyakorn; 
Jitapunkul, Somchai; Marukatat, Sanparith. 
Two-dimensional linear discriminant analysis of 
principle component vectors for face recognition. 
Journal article (JA). v E89-D, no.7, 2006, pp. 
2164-2170. 

[12].Mutelo, R.M., Khor, L.C., Woo, W.L., Dlay, S.S. A 
novel fisher discriminant for biometrics recognition: 
2DPCA plus 2DFLD. IEEE International Symposium on 
Circuits and System, 2006, pp. 4325-4328. 

[13]. S. Noushath, G. Hemantha Kumar, P. Shivakumara. 
(2D)2LDA: An efficient approach for face recognition. 
Pattern Recognition. vol.39, no.7, 2006, pp. 1396-1400. 

[14].Noushath, S. Hemantha Kumar, G.; Shivakumara, P. 
Diagonal Fisher linear discriminant analysis for efficient 
face recognition. Journal article (JA). vol.69, Agust, 
2006, pp. 1711-1716. 

629629629


