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Abstract 
   
In this paper, a novel SVD-based method is 

developed to classify face images. The 
experimental results show that the novel method 
outperforms the existing SVD-based face 
recognition methods. In addition, we investigate 
the performances on face recognition of 
singular values, left and right singular vectors 
generated from SVD and assess the existing 
SVD-based face recognition methods. It appears 
that by compared with singular values and 
singular vectors, SVD-based reconstruction 
images are more useful in classifying face 
images. In practice, through the SVD-based 
image reconstruction process, we may weaken 
the side effects on face classification of varying 
imaging conditions and facial expressions. 
  
1. Introduction 

 
Automatic face recognition plays an 

important role in our society [1-14]. Two basic 
and important processes should be included in a 
face recognition system. That is, feature 
extraction and face classification. Over the last 
two decades, a number of methods, such as 
principal component analysis (PCA)[1,2], linear 
discriminant analysis (LDA)[3,4,5] and kernel 
discriminant analysis [6,7,16,17] have been 
developed or used to extract features of face 
images. Among them, singular value 
decomposition (SVD) [10-14] is an important 
technique. Singular values of face images were 
first exploited to classify face images by Hong et 
al. It was reported that several theoretical 
properties were held for singular values of 
images [8,9]. Wang et al. combined singular 
values and other ones such as radial basis 
function neural network to classify faces [10,11]. 
On the other hand, Tian et al.[14]. concluded 
that the left and right singular vectors of face 
images included more information than the 
singular values and they could produce a higher 
recognition rate. In addition, some face 
recognition methods derived from SVD were 
also reported [12, 13,18].  

In this work, we firstly investigate several 
SVD-based face identification methods. 

Furthermore, we develop a face recognition 
method, which exploits the SVD-based image 
reconstruction technique, the PCA 
transformation and the LDA technique in 
succession. The method has the following bases: 
some extent of noise usually exists in images 
and the SVD-based image reconstruction is 
helpful to weaken the noise and the 
disadvantageous information for recognition. 
The disadvantageous information may be caused 
by varying facial expressions and lighting 
conditions. In practice, combined with the PCA 
and LDA techniques, this SVD-based image 
reconstruction method outperforms the existing 
SVD-based methods such as the ones in [8,14]. 
The rest of this paper is organized as follows. In 
Section 2 we introduce the SVD technique. In 
Section 3 we propose the SVD-based face 
recognition scheme. In Section 4 we present the 
experimental result. Finally we offer our 
conclusion in Section 5. 

 
2. SVD and image reconstruction  

 
Theorem 1[15]. Suppose that A  is an nm×  

real matrix. Then, there are matrices 
pnpm RVRU ×× ∈∈ , , which satisfy 
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 are called singular 

values of A . iu , iv  are called the thi −  left 
and right singular vector, respectively. The 
column vectors of both U and V  are unitary 
and orthogonal vectors.  
Corollary 1. The matrix A can be reconstructed 
accurately using ∑ =
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Corollary 2.[15]  Suppose that the singular 
value decomposition of A  is in the form of (1).  
If ∑ =
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Corollary 2 shows that if the value of ∑ +=

p

ki i1
2σ  

is small, the reconstruction image will 
approximate to the original one well.  

Face images are usually acquired under 
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varying conditions. For instance, the facial 
expression and pose are usually not fixed, which 
makes face recognition difficult. 

)1( pivu T
iii ≤≤σ may be regarded as sub-images 

and the reconstruction image is the sum of these 
sub-images. If some sub-images primarily reflect 
the essential characteristic of a face and they are 
only slightly affected by the varying conditions, 
we may expect that the reconstruction images 
based on these sub-images are approximately 
independent of the variant conditions. As a 
result, face recognition using these 
reconstruction images has higher accuracy than 
face recognition using original face images. In 
order to measure the linear separability between 
different categories, we define the inter-class 
distance and inner-class distance of images as 
follows: ∑ =

−−= M
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Here each image has been transformed into a 
vector by stacking its columns in advance. iy  
denotes the mean of the images of the thi −  
class, while y  means the mean of all the 

images. ijy  denotes the thj −  image in the 

thi −   class. M , in  are  respectively the 
numbers of classes and the training samples in 
the thi −  class. Fig. 1 illustrates some 
SVD-based reconstruction images and the 
corresponding original images of the same 
subject. The inter-class distances and the 
inner-class distances of the original images and 
the reconstruction images show that compared 
with the original images, the reconstruction 
images associated with large singular values of 
the same subject are more similar to each other, 
whereas the reconstruction images of different 
subjects appear to be more distinctive from each 
other. Fig. 1 also shows that in the 
reconstruction images associated with small 
singular values and the corresponding singular 
vectors, the fine detail of faces comes into 
prominence. The corresponding ratio of the 
inter-class distance to the inner-class distance is 
quite small.     
 

   
 (a)    (b)    (c)    (d)   (e)      (f) 
Fig. 1. Two original face images (a,b)  and the 
corresponding reconstruction images of the same 
subject in ORL. (c) and (d) respectively mean 
the construction images that are reconstructed 
using the first 8 left and right singular vectors 
and the corresponding singular values, while (e) 

and (f) respectively mean the construction 
images that are reconstructed using the last 84 
left and right singular vectors and the 
corresponding singular values.  
  
 
3. Method description 

Our method takes advantages of SVD, PCA 
and LDA to classify faces. PCA, also known as 
K-L transform, is a classical dimensionality 
reduction technique. It has been applied to 
numerous image processing and feature 
extraction tasks. PCA transforms data into new 
ones whose components are uncorrelated to each 
other. LDA transforms samples into a novel 
space, in which the inter-class distance of 
samples is maximized and the corresponding 
inner-class distance is minimized. If the samples 
of each class are generated from a normal 
distribution, the LDA transform will be optimal 
for the above goal. Our method integrates these 
techniques to perform face recognition as 
follows. 

Step 1.  SVD is implemented for each face 
image. Then every image is reconstructed using 
the first k left and right singular vectors and the 
corresponding singular values.  

Step 2. Principal component analysis (PCA) 
is performed based on the reconstructed training 
images. The first l eigenvectors of the 
generative matrix of PCA, corresponding to the 
first l largest eigenvalues are used as projecting 
axes. All the samples are transformed into new 
data by projecting them onto the projecting axes, 
respectively. 
Step 3.  Linear discriminant analysis is carried 
out for the data obtained by step 2, based on the 
following inter-class scatter matrix and the 
inner-class scatter matrix: 
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where  ( )ip ω  and im  are the prior 

probability and the mean of the thi −  class , 
respectively. 0m  is the mean of the total 
training samples . In 
practice, ]|))([( i

T
ii mXmXE ω−−  can be 

computed using ∑ =
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where in  is still defined as the number of the 

training samples in the thi −  category, and ijx  

is the thj −  sample of the thi −  class . If the 
number of training samples of each class is 
greater than 1, we can solve the following 
equation to obtain optimal transforming axes: 

Proceedings of the 2006 International Conference on Intelligent
Information Hiding and Multimedia Signal Processing (IIH-MSP'06)
0-7695-2745-0/06 $20.00  © 2006



 3

ϕλϕ wb SS = .            (4) 
Replacing wS  with ISw µ+  allows us to 

get numerically stable solutions to Eq.(4), where 
I  is the identity matrix and µ  is a positive 
constant. The first 1−M  eigenvectors 
corresponding to the first 1−M  largest 
eigenvalues of Eq.(4) are used as optimal 
transforming axes, where M  is the number of 
classes of face images. We project each sample 
datum from step 2 onto these transforming axes 
and take the corresponding projection 
coefficients as features of this sample. For the 
case of one training sample per class, we solve 
another equation λϕϕ =bS .Then we project 
every sample from step 2 onto each of the first 

1−M  eigenvectors of this equation and take the 
coefficients as features of this sample. The above 
procedure may avoid the problem that wS  it is 
a zero matrix for the case of one training sample 
per class. Finally we classify test samples using 
the nearest neighbor classier. 

The expected effects on face classification of 
our method can be presented simply as follows. 
By step 1 we aim to make the reconstruction 
face images of the same subject more similar to 
each other. For example, for the face images 
with variant facial expressions, there are usually 
obvious differences among the images of the 
identical individual. Through the process of 
constructing images, we may discard some 
information corresponding to small singular 
values to weaken the effects on imaging of 
varying facial expressions. Through the PCA 
technique adopted in step 2, we can obtain data 
with uncorrelated components and effectively 
reduce the dimension of data. Via step 3, the 
data are further transformed to achieve the 
maximum ratio of the inter-class distance to the 
inner-class distance.  

 
4. Experimental results 

The following experiment is performed on 
the ORL face database with the nearest neighbor 
classifier. The first 1,2,3,4 images of every 
subject are regarded as training samples and the 
others are taken as test samples , respectively. 
  This experiment aims to illustrate the 
performance of our method, the 
singular-values-based method [8] and the 
singular-vectors-based-method [14]. In Table 1, 
method 1 means the singular-values-based 
method, which uses singular values of images to 
classify faces. Method 2 and method 3 use left 
singular vectors and right singular vectors to 
categorize faces, respectively. Method 4 
classifies faces based on the combination of left 
and right singular vectors, while in method 5 
face recognition is implemented using the 

concatenation of three kinds of data from SVD. 
In method 6 classification is directly performed 
based on the SVD-reconstruction images. 
Method 7 means the 
singular-vectors-based-method [14]. Method 7 
works as follows.  It firstly perform the SVD 
decomposition for the mean image of each class. 
Then method 7 projects every training sample 
onto the left singular vectors and the 
corresponding right singular vectors to obtain its 
features [14]. So does every test sample. 

Table 1 shows that our method achieves 
higher accuracy than the other methods, 
including PCA and LDA.  Moreover, the 
experiment shows that method 6 outperforms 
method 1, method 2, method 3, method 4 and 
method 5. Face classification based on the left 
and right singular vectors also does not result in 
high accuracy. Though a face image can be 
reconstructed by using the left singular vectors, 
the right ones and the singular values generated 
from SVD, classification based on the 
concatenation of the three kinds of data does not 
bring a delightful recognition accuracy, either. 
The following fact may be one of the reasons. 
The simple integration of left singular vectors, 
the right ones and the singular values neglects 
the hint of how the information should be 
assembled. Therefore, it is difficult for method 5 
to perform well by virtue of this simple 
integration. On the other hand, method 6 
classifies faces well by using the SVD-based 
reconstruction images.  

The fact that our method is better than 
method 6 implies that besides SVD-based 
reconstruction procedure, the PCA technique 
and the LDA transforms are of great benefit to 
face recognition. Moreover, Table 2 indicates 
that the reconstruction images have a much 
larger ratio of the inter-class distance to the 
inner-class distance than the original images, 
whose ratio value is 1.7. This means that the 
SVD-based reconstruction images have 
greater linear separability than original face 
images. 
 
Table 1. The highest recognition accuracies 
(%) obtained using different methods on 
ORL  
The number 
of training 
sample 

1 2 3 4 

Our method 74.4 85.3 88.9 92.1 
Method 1 41.1 50.3 53.6 60.8 
Method 2 67.8 73.4 75.7 77.9 
Method 3 33.9 41.9 46.8 52.1 
Method 4 66.4 75.0 77.5 82.1 
Method 5 41.1 50.3 53.6 60.8 
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Method 6 74.4 83.8 86.8 90.8 

Method 7 49.7 61.9 66.4 77.1 

Table 2. The ratio of the inter-class distance 
to the inner-class distance of the 
reconstruction images. 

 
5. Conclusion 

It is revealed that the best way of using the 
SVD-technique for face recognition is to classify 
faces by virtue of the SVD-based reconstruction 
face images rather than the corresponding 
singular values or singular vectors. The SVD 
technique is capable of filtering the fine detail of 
face images. For a face image, the reconstruction 
image that is obtained using the first several 
singular values and the corresponding singular 
vectors, primary reflects the holistic 
characteristic of faces. As a result, the linear 
separability of the reconstruction images can be 
greater than the original images and face 
recognition using these reconstruction images 
can obtain a higher accuracy  

The proposed novel SVD-based face 
recognition method that aims at combing the 
SVD technique, PCA and LDA to achieve better 
classification performance does outperform other 
SVD-based methods and bring very promising 
classification results.  
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