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Abstract—Feature extraction plays a significant role in pattern recognition. Recently, many representation-based feature extraction methods have been proposed and achieved successes in many applications. As an excellent unsupervised feature extraction method, latent low-rank representation (LatLRR) has shown its power in extracting salient features. However, LatLRR has the following three disadvantages: 1) the dimension of features obtained using LatLRR cannot be reduced, which is not preferred in feature extraction; 2) two low-rank matrices are separately learned so that the overall optimality may not be guaranteed; and 3) LatLRR is an unsupervised method, which by far has not been extended to the supervised scenario. To this end, in this paper, we first propose to use two different matrices to approximate the low-rank projection in LatLRR so that the dimension of obtained features can be reduced, which is more flexible than original LatLRR. Then, we treat the two low-rank matrices in LatLRR as a whole in the process of learning. In this way, they can be boosted mutually so that the obtained projection can extract more discriminative features. Finally, we extend LatLRR to the supervised scenario by integrating feature extraction with the ridge regression. Thus, the process of feature extraction is closely related to the classification so that the extracted features are discriminative. Extensive experiments are conducted on different databases for unsupervised and supervised feature extraction, and very encouraging results are achieved in comparison with many state-of-the-arts methods.
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I. INTRODUCTION

FEATURE extraction is a critical step for data representation and has been widely applied in pattern recognition, data mining, and computer vision to name just a few. Many works [1]–[6] have been proposed for feature extraction. For example, principle component analysis (PCA) [7] is an unsupervised feature extraction method, which projects high-dimensional data into a lower dimensional subspace by seeking the direction of maximum variance for the optimal data reconstruction. Neighbor preserving embedding (NPE) [8] and locality preserving projections (LPPs) [9] exploit the local relationship between data points and its neighbors to perform feature extraction. Nonnegative matrix factorization (NMF) [10] has been proposed for multivariate data analysis with nonnegative constraints. NMF has nonnegative and local characteristics, and thus, the obtained nonnegative components can be used as new features of original data. Linear discriminant analysis [11] is a supervised feature extraction method, which projects data into a lower dimensional subspace based on Fisher’s linear discriminant and produces well-separated features. Wang et al. [12] projected each descriptor into a local-coordinate system and used these local coordinates as new features for the follow-up learning tasks.

Recently, representation-based feature extraction methods [13]–[15] have drawn great attention. Sparse representation (SR) and low-rank representation (LRR) are the most famous two representation-based feature extraction methods. SR classification (SRC) has shown its excellent power in face recognition [5]. SRC uses the smallest number of training samples to represent the test sample and then uses the representation results to perform classification. In other words, SRC adopts the representation coefficients as the new representation of data to perform final classification. Unfortunately, when the training samples are widely corrupted, e.g., unreasonable expression, pose, and illumination, the performance of SRC may be degraded. To address this problem, a series of methods has been proposed [3], [6], [16], [17] and among them, the LRR-based methods have recently attracted a great deal of attention due to the pleasing efficacy in recovering data and
removing errors. These LRR-based methods focus on low-rank data representation based on the hypothesis that data approximately jointly span several low-dimensional subspaces [16]. Since the dimension of subspace corresponds to the rank of representation coefficient matrix, these LRR-based methods impose a low-rank constraint on the representation matrix to enhance the correlation among the representation coefficient vectors. Thus, these LRR-based models are easy to capture the global structure of data. To exploit the local structure of data, Zhuang et al. [18] proposed to impose joint low-rank and sparse constraints on the representation coefficient matrix so that the global and local structures of data can be simultaneously captured. Latent low-rank representation (LatLRR) [3] is a recently proposed feature learning method, which considers two views of sample matrix. In other words, LatLRR recovers the column and row space information of data by learning two different low-rank matrices. In LatLRR, one of these two low-rank matrices is used as the projection matrix for extracting salient features. The experimental results in [3] shown that the extracted salient features are discriminative. However, LatLRR has the following three disadvantages, which may degrade the performance. First, LatLRR separately learns these two low-rank matrices so that they cannot be boosted mutually during learning. Second, the dimension of features learned by LatLRR is as the same as that of the original data (or the dimension of features learned by LatLRR cannot be reduced), which is not preferred in many applications, such as dimensionality reduction and feature extraction. Finally, as far as we know, LatLRR has not been extended to the supervised scenario. In addition, in the supervised scenario, many representation-based feature extraction methods commonly consist of two separate steps. They first extract the discriminative features by label information. Then, they use the extracted features to train a specific classifier such as support vector machine. In other words, these representation-based methods minimize the rankness and sparsity of some solution related to feature learning, which is not directly connected to the subsequent recognition tasks. Thus, it is evident that these two independent steps may limit the overall optimally in recognition in some sense.

To address these problems mentioned above, in this paper, we first propose an approximate low-rank projection learning (ALPL) for feature extraction in which two different matrices are introduced to replace the single low-rank projection matrix in LatLRR. In this way, the dimension of features learned by ALPL can be reduced, which is more flexible than LatLRR. To learn an optimal low-rank projection for extracting discriminant features, we further propose an extended approximate low-rank projection matrix learning (EALPL) method that treats two different low-rank matrices as a whole instead of separately learning them as in LatLRR. Therefore, these matrixes can be boosted mutually. In this way, EALPL can effectively encode salient features of data by considering the recovery of row and column space information simultaneously. In order to extend EALPL to the supervised scenario, we propose to integrate feature extraction with the rigid regression so that the process of feature extraction is closely related to classification. Thus, the extracted features are discriminative for recognition. Extensive experiments of unsupervised and supervised feature extraction are conducted on different databases that verify the advantages of our methods.

Our key contributions are summarized as follows.

1) We address the problem that the dimension of features learned by LatLRR cannot be reduced by using two different matrices to replace the single low-rank matrix in LatLRR.

2) We further propose a simple yet effective method for simultaneously recovering row and column space information. In doing so, we can learn the optimal projection by treating two different low-rank matrices used in LatLRR as a whole in the learning process. The experiments show that the proposed method can extract more discriminative features.

3) We extend LatLRR to the supervised scenario by integrating feature extraction with rigid regression. In this way, the extracted features are discriminative and thus are competent to recognition tasks.

4) We develop efficient algorithms based on the alternating direction method of multipliers (ADMM) to solve the proposed formulations. The theoretical and empirical analysis demonstrates that the designed optimization algorithms are efficient and effective.

The remainder of this paper is arranged as follows. We introduce the related works in Section II. Then, we elaborate our methods in Section III followed with its optimization algorithm. The experiments and analyses are represented in Section IV. Section V concludes this paper with future work.

II. RELATED WORKS

In this section, we briefly review the related works of representation-based feature extraction methods. Please note that since our methods are related to SR and LRR, we mainly introduce many SR-based and LRR-based feature extraction methods.

A. Sparse Representation-Based Feature Extraction

SRC [5] is a classic representation-based method, which represents a test sample \( y \in \mathbb{R}^m \) by a linear combination of a few atoms in an over complete dictionary \( D = [D_1, \ldots, D_c] \in \mathbb{R}^{m \times k} \) with an SR coefficient vector \( \alpha \in \mathbb{R}^k \), where \( c \) denotes the number of classes and \( D_i \in \mathbb{R}^{m \times k_i} \) is the subdictionary associated with the \( i \)th class and \( \kappa = \sum_{i=1}^c k_i \). The objective function of SRC is as follows:

\[
\min_{\alpha} \| y - Da \|_2^2 + \beta \| a \|_1 \tag{1}
\]

where \( \beta \) is the relative weight between the two terms and \( \| a \|_1 \) is the \( \ell_1 \) norm of \( a \), which is defined as \( \| a \|_1 = \sum_i |a_i| \), where \( a_i \) represents the \( i \)th element of \( a \). Suppose that \( a = [a_1, \ldots, a_c]^T \) and \( a_i \) is the subvector associated with the dictionary \( D_i \) of the \( i \)th class. Test sample \( y \) is then classified to class \( j^* \) if class \( j^* \) produces the smallest reconstruction error

\[
j^* = \arg \min_j \| y - D_j a_j \|_2^2, \tag{2}
\]
It is reported that SRC achieves the surprised recognition results on face recognition [5]. A limitation of SRC is that the atoms in the dictionary are required to be well aligned. However, the strict requirement is impractical in many real-world applications. To address the problem, Wagner et al. [19] proposed and extended SRC to deal with variations of face in illumination, alignment, occlusion, and pose. Peng et al. [20] proposed a robust alignment method via sparse and low-rank decomposition to seek an optimal set of image domain transformations for linearly correlated images. Zhuang et al. [21] proposed a single-sample face recognition method by introducing the sparse illumination learning and transfer technique for the image corruption and misalignment. In addition to SRC, collaborative representation-based classification (CRC) [14] and linear representation-based classification (LRC) [13] have also achieved good recognition results for face recognition. Xu et al. [22] further proposed a two-step SR method for face recognition. Dictionary learning (DL) is also a representation-based method for feature learning. The reconstruction coefficients in DL can be used as the new features of training data, which should be discriminative for learning a discriminative dictionary. Mairal et al. [23] proposed a task-driven DL (TDDL) method, which incorporates the empirical error into the DL, and thus TDDL can learn a discriminative dictionary. Jiang et al. [24] proposed a label consistent DL method (LC-KSVD) by integrating a linear classifier into DL.

B. Low-Rank Representation-Based Feature Extraction

We begin with a review of LRR [3], [16]. Then, we introduce LatLRR [3].

The LRR model is based on the assumption that data are approximately sampled from a union of multiple low-dimensional subspaces. Given a set of data samples \(X \in \mathbb{R}^{m \times n}\) (\(m\) and \(n\) are the dimension and the number of samples, respectively) that are drawn from a union of multiple subspaces given by \(\bigcup_{i=1}^{r} S_i\), where \(S_1, S_2, \ldots, S_r\) are low-dimensional subspaces, LRR aims at finding the lowest rank representation of all samples jointly. The objective function of LRR is as follows:

\[
\min_{Z,E} \text{rank}(Z) + \lambda \|E\|_0, \quad \text{s.t.} \quad X = AZ + E
\]  

(3)

where the columns of \(A\) are a set of known bases or dictionary items, \(E\) denotes the error components, \(\text{rank}(\cdot)\) denotes the rank of matrix, \(\| \cdot \|_0\) is the \(\ell_0\) pseudonorm, and \(\lambda\) is a penalty parameter for balancing the low-rank term and the reconstruction fidelity. Since the rank function is discrete and \(\ell_0\) is a pseudonorm, it is difficult to solve problem (3). A convex relaxation of the above optimization problem was proposed as

\[
\min_{Z,E} \|Z\|_* + \lambda \|E\|_1, \quad \text{s.t.} \quad X = AZ + E
\]  

(4)

where \(\|Z\|_*\) is the nuclear norm of \(Z\), which is the sum of all the singular values of \(Z\).

Once obtaining a low-rank solution \((Z^*, E^*)\), we can recover the “clean” representation \(AZ^*\) or \(X - E^*\) for data \(X\). We also directly recover the “clean” data, whose optimization problem is the formulation of robust PCA (RPCA) [25]

\[
\min_{Y,E} \|Y\|_* + \lambda \|E\|_1, \quad \text{s.t.} \quad X = Y + E
\]  

(5)

where \(Y\) is the “clean” representation of \(X\). RPCA only aims to recover the low-rank “clean” data from given noisy data, but LRR can reveal the implicit data membership. However, when the training samples are not sufficient, the performance of LRR may be degraded. LatLRR [3] is a recently proposed LRR-based subspace learning method, which can exploit many unobserved samples to represent the observed samples well. Its model is formulated as

\[
\min_{Z} \|Z\|_* + \lambda \|E\|_1, \quad \text{s.t.} \quad X = [X, X_H]Z
\]  

(6)

where \(X\) is the observed data and \(X_H\) is the unobserved hidden data. With Bayesian inference [26], \(X\) can be represented by \(X = XZ + LX\), where \(Z \in \mathbb{R}^{m \times n}\) is the low-rank reconstruction matrix and \(L \in \mathbb{R}^{m \times m}\) is the low-rank projection matrix. The objective function of LatLRR is formulated as

\[
\min_{Z,L,E} \|Z\|_* + \lambda \|L\|_1, \quad \text{s.t.} \quad X = XZ + LX.
\]  

(7)

To reduce the influence of noise, LatLRR uses a sparse matrix \(E \in \mathbb{R}^{m \times n}\) to model noise

\[
\min_{Z,L,E} \|Z\|_* + \|L\|_* + \lambda \|E\|_1, \quad \text{s.t.} \quad X = XZ + LX + E.
\]  

(8)

The experimental results in [3] show that the features represented by \(XZ\) are visually similar to PCA features, i.e., principle features. The features represented by \(LX\) are the salient features, which correspond to the key object parts such as the eyes in a face image. From [3], we can see that LatLRR separately uses two low-rank matrices for two views, i.e., column and row views. In this way, there is no response between these two low-rank matrices so that the learned projection matrix may not be optimal. The dimension of features learned by \(LX\) is as the same as that as \(X\). However, the goal of feature extraction is to extract the more flexible and discriminative feature for the follow-up classification task and thus LatLRR is not a perfect feature extraction method from this point.

III. APPROXIMATE LOW-RANK PROJECTION LEARNING

In this section, we introduce our methods for feature extraction in unsupervised and supervised scenarios.

A. Problem Formulation for Feature Extraction in Unsupervised Scenario

As previously discussed, the dimension of features obtained using LatLRR is fixed, which is disadvantageous for real feature extraction. To address this problem, we use two different matrices \(P\) and \(Q\) to replace the single low-rank projection matrix \(L \in \mathbb{R}^{m \times m}\) in LatLRR. In other words, we set \(L = PQ^T\). Thus, we propose the following formulation:

\[
\min_{P,Q,Z,E} \|Z\|_* + \lambda_1 \|Q\|_F^2 + \lambda_2 \|E\|_1
\]

\[
\text{s.t.} \quad X = XZ + PQ^TX + E
\]  

(9)
where \( P \in \mathbb{R}^{m \times d} \) and \( Q \in \mathbb{R}^{m \times d}, \ d < m \). Thus, the rank \( L = \mathcal{P} Q^T \) is \( d \) (where \( d \) is the dimensionality of the derived new subspace). \( \lambda_1 \) and \( \lambda_2 \) are two parameters that weight the importance of these three items. Matrix \( Q \) can be used as a projection matrix to extract salient features by the linear transformation \( Q^T X \) and the dimension of features represented by \( Q^T X \) can be chosen as one expectation. In other words, we can project the original data into a subspace with a random dimension. In order to avoid the trivial solution for the problem of (9), we impose the orthogonal constraint on matrix \( P \). Thus, (9) can be rewritten as

\[
\min_{P, Q, Z, E} \frac{1}{2} \lambda_1 \| Q \|_F^2 + \lambda_2 \| E \|_1 \\
\text{s.t. } X = XZ + P Q^T X + E, \ \ P^T P = I. \tag{10}
\]

We call the formulation in (10) as the approximate low-rank projection learning (ALPL) method. If we abandon \( XZ \), the constraint term becomes \( X = \mathcal{P} Q^T X + E \). This is somewhat a PCA-like term, whose purpose is to ensure that \( Q^T X \) can hold the main energy of data so as to guarantee a better recognition result [2], [4]. It is evident that ALPL separately recovers the column and row space information of data [3]. Specifically, ALPL uses \( XZ \) and \( P Q^T X \) to recover row space and column space information of data, respectively. However, a disadvantage is that there is no interaction among \( P, Q, \) and \( Z \) in the process of learning so that they cannot be boosted mutually. To accurately recover the column and row space information of data, we further propose to simultaneously calculate \( P, Q, \) and \( Z \), i.e., we treat \( P Q^T X \) as a whole instead of separately calculating them. In doing so, we can learn the optimal \( P, Q, \) and \( Z \) by exploiting the mutual boosting among them. Thus, we propose the following objective function, which aims to simultaneously recover the column space and row space information of data by using \( P Q^T X \)

\[
\min_{P, Q, Z, E} \frac{1}{2} \lambda_1 \| Q \|_F^2 + \lambda_2 \| E \|_1 \\
\text{s.t. } X = P Q^T XZ + E, \ \ P^T P = I. \tag{11}
\]

We call the formulation in (11) as the EALPL. In the subsequent experiments, we will verify that EALPL usually obtains higher recognition rate than ALPL. In Fig.3, we experimentally show that the Projection matrix \( Q \) contains main details information of data. Thus, the features represented by \( Q^T X \) are very competent to recognition tasks.

1) ADMM for Solving ALPL and EALPL: In this section, we use the ADMM to solve problem (10). First, we introduce an auxiliary variable \( H \) in order to make the objective function of (10) separable. Thus, the optimization problem can be rewritten as follows:

\[
\min_{P, Q, Z, E, H} \frac{1}{2} \lambda_1 \| Q \|_F^2 + \lambda_2 \| E \|_1 \\
\text{s.t. } X = XZ + P Q^T X + E, \ \ P^T P = I, \ \ Z = H. \tag{12}
\]

The augmented Lagrangian function of problem (12) is

\[
\mathcal{L}(P, Z, Q, E, H) = \| H \|_* + \frac{1}{2} \lambda_1 \| Q \|_F^2 + \lambda_2 \| E \|_1 \\
+ (Y_1, X - XZ - P Q^T X - E) + (Y_2, Z - H) \\
+ \frac{\mu}{2} (\| X - XZ - P Q^T X - E \|_F^2 + \| Z - H \|_F^2) \\
\quad \text{s.t. } P^T P = I
\]

where \( Y_1 \) and \( Y_2 \) are Lagrange multipliers and \( \mu > 0 \) is a penalty parameter. The variables are updated alternately by minimizing the augmented Lagrangian function, with other variables fixed. We provide details of solving (13) with ADMM in the following:

\[
\min_H \| H \|_* + \frac{\mu}{2} \| Z - H + \frac{Y_2}{\mu} \|_F^2 \tag{14}
\]

\[
\min_E \frac{1}{2} \lambda_1 \| Q \|_F^2 + \frac{\mu}{2} \| G_2 - P Q^T X \|_F^2 \tag{15}
\]

\[
\min_P \frac{1}{2} \| G_2 - P Q^T X \|_F^2, \ \text{s.t. } P^T P = I \tag{16}
\]

\[
\min_Z \frac{\mu}{2} (\| G_3 - XZ \|_F^2 + \| Z - H + \frac{Y_2}{\mu} \|_F^2) \tag{18}
\]

where \( G_1 = X - XZ - P Q^T X + (Y_1/\mu), G_2 = X - XZ - E + (Y_1/\mu), \) and \( G_3 = X - P Q^T X - E + (Y_1/\mu) \). The solutions of \( H \) and \( E \) are \( \Theta(1/\mu) (Z + (Y_2/\mu)) \) and \( \Theta(\lambda_2/\mu) (G_1 + (Y_1/\mu)) \), where \( \Theta \) and \( \Omega \) are the singular value thresholding shrinkage [3] and the \( \ell_1 \) minimization operator [4], respectively. By setting the derivative of (16) with respect to \( Q \) and setting to zero, we obtain \( Q = \Theta(\lambda_1 + \mu XX^T)^{-1} (\mu XG_2^T P) \) for problem (16). Problem (17) is a classic orthogonal ProCrustes problem [27], which is solved as follows: first compute the singular-value decomposition (SVD) of matrix \( G_2 X^T Q \) as \( G_2 X^T Q = USV^T \) and then let \( P = UV^T \). By setting the derivative of (18) with respect to \( Z \) and setting to zero, we obtain \( Z = (I + X^T X)^{-1} (H - (Y_2/\mu) + X^T G_3) \) for problem (18). The complete algorithm is outlined in Algorithm 1. Please note that we initialize orthogonal matrix \( P \) by using the PCA, which can speed up algorithm speed.

In Section III-B, we will introduce the supervised ALPL (SALPL) method and corresponding optimization algorithm. Please note that the optimization procedure of problem (11) is similar to that of SALPL, and thus, we do not describe the optimization procedure of problem (11) detailedly in this section.

B. Problem Formulation for Feature Extraction in Supervised Scenario

To the best of our knowledge, LatLRR is originally designed for feature extraction in the unsupervised scenario. In this section, we extend LatLRR to the supervised scenario by introducing the label information. We first define a binary label matrix \( Y = [y_1, \ldots, y_n] \in \mathbb{R}^{c \times n}, \) where \( c \) is the number of classes. For each training sample \( x_i \in \mathbb{R}^m \ (i = 1, \ldots, n), \)
Algorithm 1 ALPL

**Input:** Training samples matrix $X$; Parameters $\lambda_1$, $\lambda_2$; Dimensionality $d$.

**Initialization:** $H = 0$; $Q = 0$; $E = 0$; $Z = 0$; $P^* = \arg \min_P \text{Tr}(P^T(-\Sigma)P)$, s.t. $P^TP = I$; where $\Sigma$ is the data covariance; $Y_1 = 0$; $Y_2 = 0$; $\mu_{\text{max}} = 10^5$; $\rho = 1.01$; $\mu = 0.1$.

while not converged do

1. Update $P$ by solving (17);
2. Update $Z$ by solving (18);
3. Update $Q$ by solving (16);
4. Update $E$ by solving (15);
5. Update $H$ by solving (14);
6. Update $Y_1$, $Y_2$ and $\mu$ by

\[
\begin{align*}
Y_1 & \leftarrow Y_1 + \mu(X - XZ - PQ^TX - E) \\
Y_2 & \leftarrow Y_2 + \mu(Z - H) \\
\mu & \leftarrow \min(\rho \mu, \mu_{\text{max}})
\end{align*}
\]

end while

**Output:** Projection matrix $Q$

Algorithm 2 SALPL

**Input:** Training samples matrix $X$; Binary label matrix $Y$; Parameters $\lambda_1$, $\lambda_2$ and $\lambda_3$.

**Initialization:** $H = 0$; $Q = 0$; $E = 0$; $Z = 0$; $P^* = \arg \min_P \text{Tr}(P^T(-\Sigma)P)$, s.t. $P^TP = I$; where $\Sigma$ is the data covariance; $Y_1 = 0$; $Y_2 = 0$; $\mu_{\text{max}} = 10^5$; $\rho = 1.01$; $\mu = 0.1$.

while not converged do

1. Update the variables as (22)-(26);
2. Update $Y_1$, $Y_2$ and $\mu$ by

\[
\begin{align*}
Y_1 & \leftarrow Y_1 + \mu(X - PQ^TXZ - E) \\
Y_2 & \leftarrow Y_2 + \mu(Z - H) \\
\mu & \leftarrow \min(\rho \mu, \mu_{\text{max}})
\end{align*}
\]

end while

**Output:** Projection matrix $Q$
C. Complexity Analysis

In Algorithms 1 and 2, the main time-consuming components are the following steps:

1) SVD computation in solving $H$ and $P$;
2) matrix multiplication and inverse in solving $Q$ and $Z$.

Since the computation complexities of Algorithms 1 and 2 are similar, we take the computation complexity analysis of Algorithm 1, for example, to demonstrate the analysis procedure. Specifically, in Algorithm 1, the computation complexity of solving $H$ and $P$ is about $\mathcal{O}(n^3)$ and $\mathcal{O}(m^3k)$ ($k$ is the number of multiplication in SVD); the computation complexity of solving $Q$ is about $\mathcal{O}(m^3)$. Please note that the computation complexity of solving $Z$ is negligible, since $(I + XX^T)^{-1}$ can be precalculated before going to the loop. Since there are $\alpha$ multiplications, the computation complexity of these operations is about $\alpha \mathcal{O}(m^3)$. Therefore, the total computation complexity of Algorithms 1 and 2 are about $\mathcal{O}(n^3 + m^3k + (\alpha + 1) m^3)$, where $\eta$ is the number of iterations. The computation complexity of LatLRR is about $\mathcal{O}(m^3 + m^3)$ [3]. When $m \leq n$, the computation complexities of Algorithm 1 and 2 are approximately equal to that of LatLRR, since the value of $k$ is small.

D. Convergence Analysis

The convergence of ADMM was proved for two blocks [16]. However, Algorithms 1 and 2 are designed for five blocks, and the objective function of augmented Lagrange functions is not convex and thus the convergence properties of algorithms cannot be theoretically guaranteed. Although it is difficult to obtain a strong convergence property of the proposed optimization algorithms, we present a weak convergence property of the proposed Algorithms 1 and 2 by showing that under mild conditions, any limit points of the iteration sequence generated by Algorithms 1 and 2 are the stationary points that satisfy the Karush–Kuhn–Tucker (KKT) conditions. It is worth providing that any converging point must be a point that satisfies the KKT conditions, because they are necessary condition to be a local optimal solution. This result provides an assurance about the convergence behavior of the proposed algorithms.

Next, we take Algorithm 1 as an example to proof that any limit point of the iteration sequence generated by Algorithm 1 is the stationary point that satisfies the KKT conditions. The proof procedure in Algorithm 2 is similar to that of Algorithm 1.

Let us assume that the proposed algorithm reaches a stationary point. The KKT conditions for (12) are derived as follows (please note that the procedure of solving $P$ does not involve in the Lagrange multipliers and thus we do not proof the KKT condition for it):

\[
\begin{align*}
X - XZ - PQ^T X + \frac{Y_1}{\mu} & \in Z - XZ - P Q^T X + \lambda_2 \frac{\partial(||X - XZ - P Q^T X||_1)}{\mu} \\
& \triangleq Q_{\frac{\lambda_2}{\mu}} (X - XZ - P Q^T X)
\end{align*}
\]

where scalar function $Q_{\frac{\lambda_2}{\mu}}(t) \triangleq t + (\lambda_2/\mu)\delta|t|$ is applied elementwise to $X - XZ - P Q^T X$. From [4], we can obtain the following relation:

\[
E = Q_{\frac{1}{\mu}}^{-1} \left( X - XZ - P Q^T X + \frac{Y_1}{\mu} \right)
\]

(29)

where scalar function $Q_{\frac{1}{\mu}}(t) \triangleq S(t, \beta)$ and $S$ is the $\ell_1$ minimization operation $S(x, \tau) := \text{sgn}(x) \max(|x| - \tau, 0)$ [29]. Similarly, we can obtain the following equation from the last one relationship in (27):

\[
Z + \frac{Y_2}{\mu} = Z + \frac{\partial H(||H||_\infty)}{\mu} = Z + \frac{\partial Z(||Z||_\infty)}{\mu} \triangleq \Omega_{\frac{1}{\mu}}(Z)
\]

(30)

where scalar function $\Omega_{\frac{1}{\mu}}(t) \triangleq t + (1/\mu)\delta|t|$. From [4], we can obtain the following relation:

\[
H = \Omega_{\frac{1}{\mu}}^{-1} \left( Z + \frac{Y_2}{\mu} \right)
\]

(31)

where $\Omega_{\frac{1}{\mu}}^{-1}(t) \triangleq \Psi(t, \beta)$ and $\Psi$ is the singular value thresholding, which is computed as

\[
\Psi(t, \beta) = US_R(\Sigma) V^T
\]

(32)

where $S_R(\Sigma_{ii}) = \text{sgn}(\Sigma_{ii}) \max(0, |\Sigma_{ii} - \beta|)$ is the soft-thresholding operator and $t = U \Sigma V^T$ is the SVD of $t$ [29].

Therefore, the KKT condition is as follows:

\[
\begin{align*}
X - XZ - P Q^T X - E &= 0, \quad Z - H = 0 \\
\lambda_1 Q - XY_1^T P &= 0, \quad Y_2 - X^T Y_1 = 0 \\
E &= S \left( X - XZ - P Q^T X + \frac{Y_1}{\mu}, \frac{\lambda_2}{\mu} \right) \\
H &= \Psi \left( Z + \frac{Y_2}{\mu}, \frac{1}{\mu} \right)
\end{align*}
\]

(33)

We can prove that algorithm converges to a point that satisfies the KKT condition.

**Theorem 1:** Let $\theta \triangleq (H, Q, E, P, Z, Y_1, Y_2)$ and $\{\theta\}_{j=1}^{\infty}$ be generated by Algorithm 1 and suppose $\{\theta\}_{j=1}^{\infty}$ is bounded and $\lim_{j \to \infty}(\theta^{j+1} - \theta^j) = 0$. Then, every limit point of $\{\theta\}_{j=1}^{\infty}$ satisfies the KKT conditions. In particular, whenever $\{\theta\}_{j=1}^{\infty}$ converges, it converges to a KKT point.

The proofs of Theorem 1 can be found in the Supplementary Material.
Fig. 1. 2-D projection of digits by using (a) PCA, (b) NPE, (c) LPP, and (d) EALPL in which “x” denotes 0, “*” denotes 1, “o” denotes 2, “□” denotes 3, and “✰” denotes 4.

E. Classification

When problems (10), (11), and (20) are solved, we obtain the projection matrix $Q$. Then, we directly use $Q$ to obtain the projection results of the training and test data, respectively. Finally, we apply the nearest neighbor (NN) classifier to classify the projection results of test data. We may also use other classifiers to perform classification but is more involved. So we leave it for the future work.

IV. EXPERIMENTS

In this section, we will first validate the performance of our methods on the digit visualization. Afterward, we will experimentally present the effectiveness of our methods in unsupervised and supervised scenarios. Our code and related data will be released online (http://www.yongxu.org/lunwen.html) if this paper is accepted.

A. Digit Visualization

The experiment involves digit visualization [30]. We use 20 × 16 images of handwritten digits, which are publicly available at http://www.cs.toronto.edu/~roweis/data. The data set contains 39 samples from each class (digits from “0” to “9”). Each digit image sample is represented lexicographically as a high-dimensional vector of length 320. We use different methods to project the data set in the 2-D space for comparison purpose, and the results are shown in Fig. 1 in which we only use the subset of digits “0”∼“4” to illustrate the experimental results owing to the space limitation. Please note that since the dimension learned by LatLRR is the same as that of the original data, we do not give its digit visualization in this section. For NPE and LPP, we use $k = 6$ to construct the affinity graphs.

Observe that the projection results of PCA are spread out, since the purpose of PCA is to maximize the variance and thus the different classes seem to heavily overlap. On the other hand, NPE and LPP methods obtain more meaningful results, e.g., samples sharing the same class labels are mapped close to each other. This can be explained as follows: NPE and LPP aim at preserving locality. EALPL seems to provide more better result than PCA, NPE, and LPP, since its clusters appear more cohesive, which means that EALPL extracts more discriminant/salient features.

B. Experiments on Real Benchmark Databases for Unsupervised Scenario

In this section, we evaluate our ALPL and EALPL methods on three widely used face databases: Extended YaleB (YaleB) [31], CMU PIE (PIE) [32], and AR [5], [33]. It should be pointed out that the difficulty of face images in these three databases is different. As shown in Fig. 2, YaleB is relatively simple. Each person has about 64 near frontal images under different illuminations. The PIE database is taken under different poses, expressions, and illuminations, and thus it is more difficult for recognition. The challenge of AR database is that it contains different facial expressions, illumination conditions, and occlusions (sunglasses and scarf). We compare our ALPL and EALPL methods with PCA [7], NPE [8], LPP [9], low-rank preserving projections (LRPPs) [34], NMF [10], and LatLRR [3].

1) YaleB: YaleB database contains 2414 human face images of 38 subjects. Each subject contains about 64 images taken under different illuminations. Half of the images are corrupted by shadows or reflection. Each image is cropped and resized to 32 × 32 pixels. We randomly select 10, 20, and 30 training images from each person and the rest for testing.

2) PIE: PIE database contains 41 368 face images of 68 persons, each being under 13 different poses, 43 different illumination conditions, and with four different expressions. We select a subset of this database for this experiment, which contains five frontal poses (C05, C07, C09, C27, and C29) and all the images under different illuminations and expressions. Thus, there are 11 554 face images in total and about 170 images for each person. The size of each image is 32 × 32 pixels. We also randomly select 10, 20, and 30 training samples from each person and the rest for testing.

3) AR: AR database contains over 4000 color images corresponding to 126 people’s faces (70 men and 56 women). Each person has 26 face images taken during two sessions. In each session, each person has 13 images, where three images with
TABLE I
Recognition Rate (%) of Different Methods on These Three Databases

<table>
<thead>
<tr>
<th>Method</th>
<th>YaleB</th>
<th>PIE</th>
<th>AR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NPE</td>
<td>NMF</td>
<td>NMF</td>
</tr>
<tr>
<td>PCA</td>
<td>62.38±1.26(150)</td>
<td>69.12±0.88(300)</td>
<td>73.40±0.30(190)</td>
</tr>
<tr>
<td>LPP</td>
<td>72.20±0.88(160)</td>
<td>84.76±0.79(160)</td>
<td>74.51±0.35(180)</td>
</tr>
<tr>
<td>LRPP</td>
<td>68.50±1.16</td>
<td>82.70±0.56</td>
<td>79.73±1.12(160)</td>
</tr>
<tr>
<td>lateLRR</td>
<td>81.02±1.06(115)</td>
<td>90.74±0.72(115)</td>
<td>87.65±1.67(270)</td>
</tr>
<tr>
<td>ALPL</td>
<td>86.99±0.70(150)</td>
<td>89.12±0.61(235)</td>
<td>91.69±0.56(235)</td>
</tr>
<tr>
<td>EALPL</td>
<td>92.34±0.60(150)</td>
<td>92.71±0.75(330)</td>
<td>95.38±0.96(330)</td>
</tr>
</tbody>
</table>

Fig. 3. Some samples of using EALPL to correct the errors in the Extended YaleB data set. Left: original data matrix X. Middle: corrected data PQ^T XZ. Right: error E. Right-most: basis vectors of matrix Q.

sunglasses, another three with scarfs, and the rest seven are different facial expressions and illumination conditions. The original images are of 165×120 pixels. As [5] did, we crop and resize each image to 540 pixels. In this experiment, we select a subset of the database consisting of 2600 images from 50 female and 50 male subjects. We randomly select 10, 15, and 20 training samples from each person and the rest for testing.

Every experiment runs ten times and then the mean recognition rate and standard deviation (%) are reported. Table I shows the recognition results of different methods on these three databases (the last number in parentheses are the optimal dimensions). For NPE and LPP, we tune the number of neighbors from [5, 10]. In our experiments, we define the adjacency graph for LPP by using the heat kernel and tune the heat kernel parameter by using the grid search technique.

From the results in Table I, we obtain three interesting observations. First, recognition rate in the projected space of our ALPL and EALPL tends to outperform PCA, NPE, LPP, and NMF under different experimental settings, and the another superiority is that when our ALPL and EALPL obtain the best recognition results, the projected dimension is generally lower than NPE, LPP, and NMF. For example, the EALPL method is able to project the original data to a subspace with quite low dimensions on the Extended YaleB and AR databases. Such low-dimensional subspace projected by EALPL gains an advantage over that obtained by the other methods with higher dimensions. Second, we also observe that ALPL and EALPL outperform LatLRR with more small number of dimensions on these three data sets (please note that the subspace dimension of LatLRR is the same as that of the original data). This is because although LatLRR aims to extract the salient features, ALPL and EALPL can select the more flexible dimensions for the extracted salient features and thus the extracted features are more effective than that learned by LatLRR. In addition, EALPL emphasizes to treat the PQ^T XZ as a whole which encourages them to boost mutually during the feature extraction and thus, the dimension reduction process is more efficient and effective. Finally, since our method is somewhat similar to LRPP, we give the comparison of our methods and LRPP. We can see that EALPL consistency beats LRPP and the improvement of recognition rate is evident. The reason may be that LRPP only emphasizes the low-rank embedding, whereas EALPL not only emphasizes low-rank embedding but also extracts the salient features and thus is competent to perform recognition.

EALPL decomposes original face images into the “clean” parts PQ^T XZ and a sparse error part E fitting noise. Fig. 3 shows the performance of images recovered by EALPL, in which these images with shadow are approximately recovered. In other words, the shadow can be slightly removed and used as the error part. The basis vectors of matrix Q learned by EALPL are shown in Fig. 3 (right-most) in which each basis vector has the dimension of 32×32 gray scale images. We can see that the basis vectors of matrix Q contain lots of details of face images, which urges EALPL to extract more effective salient and discriminative features. To clearly show the performance of different methods with different dimensions, we run them only once and plot the recognition rate versus the variations of the dimension in Fig. 4 in which the dimension (i.e., the horizontal axis) means the number of the column vectors in the projection matrix Q used for feature extraction. As can be seen from Fig. 4, EALPL obtains the best recognition results in the experiment. Especially, in YaleB and PIE databases, our EALPL is able to project the original data into a subspace with
Fig. 4. Recognition rate (%) versus the dimensions on these three databases. (a) YaleB (# Tr = 10). (b) YaleB (# Tr = 20). (c) YaleB (# Tr = 30). (d) PIE (# Tr = 10). (e) PIE (# Tr = 20). (f) PIE (# Tr = 30). (g) AR (# Tr = 10). (h) AR (# Tr = 15). (i) AR (# Tr = 20).

quite lower dimensions and such lower dimensions projected by EALPL would even outperform that obtained by the other methods with high dimensions. We also observe that EALPL obtains dissatisfied recognition results when the number of dimensions is small in the AR database. This is because more noisy data occur in this database such as occlusion and illumination, and thus, the extracted salient features may be inaccurate in such low dimension. As dimensions increase, EALPL can extract more discriminative features. As a result, EALPL obtains the best recognition results in this database with somewhat high dimension. The ALPL method also obtains the better recognition results in most cases. However, in the AR database, the superiority of ALPL is not evident. The reason may be that ALPL separately learns $XZ$ and $PQ^T X$ such that ALPL cannot extract the effective salient features in this database.

1) Parameters Sensitivity and Algorithm Convergence of EALPL: The variations of the parameters versus the recognition rates of EALPL in the AR data set based on a single run are shown in Fig. 5(a), which shows EALPL is very robust to the value of $\lambda_2$ in large range, i.e., $\lambda_2 \in [10^{-2}, 10^2]$, whereas EALPL obtains the best performance when the range of $\lambda_1$ is small, i.e., $\lambda_1 \in [10^{-6}, 10^{-3}]$. In other words, EALPL effectively uses the sparse error part to compensate noise when $\lambda_2 \in [10^{-2}, 10^2]$. Unfortunately, EALPL is not robust to $\lambda_1$. How to identify the optimal values for parameters is data-dependent and still an open problem. In our experiments, we adopt the grid search technique to seek the optimal values for $\lambda_1$ and $\lambda_2$. We also empirically show the convergence curve of objective function values versus iterations in Fig. 5(b). We can see that the objective function value has a violent vibration in the first few iterations. This phenomenon can be interpreted as the consequence of the inexact solutions of $Q$ and $Z$. (In practical, the exact solution is permuted a little in our method by adding a Tikhonov regularization $\lambda I$ to the inverse of the matrices for the stable solutions. For example, in Algorithm 1, we set $Q = (\lambda I + \lambda_1 I + \mu XX^T)^{-1}(\mu XGZ^2 P)$, where $\lambda = 0.01$.) When $\lambda$ is larger, the vibration is more violent. The curve of objective function value finally reaches stabilization after several iterations, which indicates that EALPL has a good convergence property.

Fig. 5. Parameters sensibility and algorithmic convergence of EALPL in the AR data set. (a) Variations of recognition rate versus the parameters $\lambda_1$ and $\lambda_2$ (# Tr = 20). (b) Convergence curve versus iterations (# Tr = 20).
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Fig. 6. Some images from (a) Caltech101, (b) 15-Scene, and (c) UCF50 databases.

Similar parameters’ sensibility and algorithmic convergence can also be found in other databases used in this paper.

Here, we should give a clarification about the sensitivity of parameter $\lambda_1$. In our experiments, we always set $\lambda = 0.01$ so as to obtain the stable solution for $Q$. However, when we set $\lambda_1 = 0.01$, we find that the value of $\lambda$ is dominant. Thus, the value of $\lambda_1$ in our experiments may be a biased estimation, i.e., $\lambda_1 \not\in \{10^{-6}, 10^{-4}\}$. It is well known that seeking the optimal parameter for algorithm is very time-consuming and expensive. Therefore, we first fix the value of $\lambda$ ($\lambda = 0.01$) and then seek the optimal value of $\lambda_1$, which is less time-consuming than the way of seeking the optimal values for $\lambda$ and $\lambda_1$ simultaneously.

C. Experiments on Real Benchmark Databases for Supervised Scenario

In this section, we conduct extensive experiments on face, objective, scene, and action recognitions to validate the effectiveness of features extracted by SALPL. We first evaluate SALPL on YaleB and PIE face databases. We then test SALPL on three more different types of databases: Caltech 101 database for object recognition [24], 15-Scene Categories for scene recognition [1], and UCF50 action database for action recognition [24], [35]. Fig. 6 shows some images from the last three databases. We compare SALPL with many SR- and LRR-based methods: SRC [5], CRC [14], locality-constrained linear coding (LLC) [36], LRC [13], LRSIC [37], LLRC [38], SLRRC [38], TDDL [23], LatLRR [3], LC-KSVD [24], and ILRDFL [26]. For LatLRR, the features of $LX$ are fed into the multivariate rigid regression for model parameter prediction. Then, the learned model parameter is used to project the data and the recognition results are obtained by using the NN classifier.

1) Face Recognition: For YaleB and PIE face databases, we randomly select 10, 15, 20, and 25 images per person as training set and remaining samples are used for testing and this process is repeated ten times and then mean recognition rates are reported in Tables II and III, respectively. In Table II, for these methods of SRC, CRC, LRC, and LRSIC, all training samples are used as the dictionary. The number of neighbors of LLC is set to 5, which is the same as that in [38]. Following [38], the dictionary size for LLRC, SLRRC, and TDDL is set to 140, i.e., each person has five atoms, respectively. In Table III, since LLC encodes the scale-invariant feature transform (SIFT), we should keep a certain amount of SIFT features. Thus, the face images are normalized to size of $64 \times 64$ pixels for LLC. In other methods, all images are simply cropped into $32 \times 32$. All the training samples are used as the dictionary for SRC, CRC, LRC, and LRSIC. We set the size of dictionary to 340 for LRRC, SLRRC, and TDDL.

From the results in these two tables, we can see that SALPL achieves the best recognition results and outperforms the compared methods. The superiority is very obvious in Table III. For example, when the number of training samples of each person is 10, 15, and 20, SALPL makes about 1.6%, 1.9%, and 1.1% improvement compared with the second best methods, respectively.

2) Object Recognition: We use the Caltech 101 database to test SALPL for object recognition. The Caltech 101 database contains over 9144 images from 102 classes. 101 distinct classes are of animals, flowers, trees, and so on and there is a background class. Each class contains about 31–800 images. The size of each image is roughly $300 \times 200$ pixels. As [24] did, the spatial pyramid feature is used in our experiment. Since the feature dimension is too high, PCA is used to reduce the feature dimension to 1500. In this experiment, we randomly select 5, 10, 15, 20, 25, and 30 samples per class as the training set and the others for testing. Every experiment runs ten times and then the mean recognition rates (%) are reported in Table IV. For fairness, all methods use the spatial pyramid features. The dictionary size of SRC, LRSIC, and LRRC is set to 3060, i.e., for 30 dictionary items per class.
As can be seen from Table IV, SALPL performs the best among all the compared methods and has about (2%–4%) improvement over the runner-up under different cases. We also note that a total of 17 classes achieve 100% recognition rate when we select 30 images per class as training set.

3) Scene Recognition: We test our method on the 15-Scene Categories database for scene recognition. This database contains 15 natural scene categories that expand on the 13 category database released in [49]. It contains 4485 images falling into 15 categories, such as bedrooms, kitchens, streets, and country scenes. Each category has 200–400 images. In this experiment, we use the feature data of the 15-Scene Categories database provided in [24]. As [1] did, we randomly select 100 images as training samples and use the remaining as testing samples. It should be pointed out that, as [24] did, LLC is also the original LLC, which uses sparse coding to encode SIFT descriptors, while LLC* uses sparse coding to encode the spatial pyramid feature. The dictionary size of SRC, CRC, LRC, LRSIC, LRRC, and SLRRC is all 450. LLC and LLC* both have 30 neighborhoods. We report the mean recognition rate for our method over 10 runs in Table V.

As shown in Table V, SALPL outperforms the second best competitor LC-KSVD2 by margin of 5.5%. Fig. 7 gives the confusion matrix of our method on this database, where the recognition rate for each class is among the diagonal. All classes are classified well and the worst recognition rate is as high as 94%.

4) Action Recognition: In this section, we evaluate our method on the UCF50 database for action recognition [35]. The UCF50 database is one of the largest action recognition databases consisting of realistic taken from Youtube. It contains 50 action categories with a total of 6617 action videos and the categories are of basketball shooting, baseball pitch, diving, biking, tennis swing, and so on. In this experiment, we use the action feature representation presented in [52], whose code and feature data can be downloaded from http://web.eecs.umich.edu/~jjcorso/. We use PCA to reduce the feature dimension to 3000 for computational efficiency. Following the common experiment settings, we test different methods using fivefold groupwise cross-validation methodology. The dictionary size of SRC, CRC, LRC, and LRSIC is set to 1500, i.e., 30 dictionary atoms for each category. LLC* uses the original LLC method to encode the action feature and the neighborhood number is 30. Table VI gives the comparison results. It can be seen that our method outperforms other methods and makes about 1.6% improvement over the follow-up SRC.

5) Parameters Sensitivity and Algorithm Convergence of SALPL: There are several regularization parameters affecting the performance of SALPL. In the following, we study the influence of parameters $\lambda_1$, $\lambda_2$, and $\lambda_3$ by examining the variability of SALPL recognition performance with different values of these parameters. We choose the YaleB and PIE databases as the test data set. The results are visualized
in Fig. 8. As can be seen, SALPL is very robust to the values of $\lambda_1$. When $\lambda_3 \in [10^{-4}, 10^0]$ and $\lambda_2 \in [10^{-4}, 10^{-2}]$, SALPL always obtains the best recognition results. In SALPL, $\lambda_3$ controls the value of the rank of $Z$. We observe that the value of $\lambda_3$ is small. The reason may be that when $Q^T X$ preserves the main information of data for recognition, $P Q^T X$ may not respect the structure of original data well. In this way, the block-diagonal structure of matrix $Z$ is not obvious and thus the value of the rank of $Z$ is not small. Similarly, when SALPL obtains the best recognition results, the value of $\lambda_2$ is small, which is reasonable, since $E$ should not be very sparse when it can effectively compensate noise.

The KKT conditions of problem (12) are given by (33). Based on (33), we check the following criterion for algorithmic stopping:

$$\text{norm}(X - PQ^T X Z - E, \text{Inf}) \leq \epsilon \& \& \text{norm}(Z - H, \text{Inf}) \leq \epsilon$$

for an appropriate tolerance, e.g., $\epsilon = 10^{-6}$. We plot the convergence curves of objective function values with respect to the number of iterations in Fig. 8. Although the objective function values have a violent vibration in the first few iterations, they eventually reach steadily as the iteration goes on. This indicates that SALPL eventually converges a point that satisfies the KKT condition.

D. Limitation

The limitation of the proposed methods is that the mathematical programming formulation is nonconvex. Although we provide an ADMM-style algorithm for solving this math program, weak convergence properties are presented. However, we note that convergence curves of EALPL on the AR data set [see Fig. 5(b)], SALPL on the Yale B data set [see Fig. 8(c)], and SALPL on the PIE data set [see Fig. 8(f)] still slowly ascend or fluctuate when the number of iterations is large. This may indicate that standard ADMM cannot guarantee that the objective value of ALPL, EALPL, and SALPL converges or the sequences of $\{H, Q, E, P, Z, Y_1, Y_2\}$ have limit value when there are more than two variables in ALPL, EALPL, and SALPL. In practice, the conditions of Algorithm 1 are somewhat strong, and thus, it may not be always satisfied in many practical cases.

To the best of our knowledge, a formal theory proof of convergence behavior for such optimization is still missing. Thus, under mild conditions, Theorem 1 is still efficient, i.e., limit points of the iteration sequence generated by Algorithms 1 and 2 are the stationary points that satisfy the KKT conditions. The experimental results show that the proposed methods can achieve good recognition results in practical by using the ADMM-style algorithm. Exploring other convex relaxations for our objective function is our future work.

V. Conclusion

This paper proposes three novel feature extraction algorithms based on the LatLRR, including ALPL, EALPL, and SALPL. ALPL and EALPL can address some intrinsic problems of LatLRR, and SALPL expects to handle supervised problem by combining with rigid regression. These proposed algorithms are examined on different data sets, and experimental results indicate that our proposed algorithms perform better than the existing algorithms. Although the experimental results are remarkable, the computationally more efficient algorithms are still required for their real-world applications. In addition, the question of how to choose the optimal parameters combination needs further investigation.
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