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In this paper, we propose a coarse-to-fine face recognition method. This method consists of
two stages and works in a similar way as the well-known sparse representation method.
The first stage determines a linear combination of all the training samples that is approx-
imately equal to the test sample. This stage exploits the determined linear combination to
coarsely determine candidate class labels of the test sample. The second stage again deter-
mines a weighted sum of all the training samples from the candidate classes that is approx-
imately equal to the test sample and uses the weighted sum to perform classification. The
rationale of the proposed method is as follows: the first stage identifies the classes that are
‘‘far’’ from the test sample and removes them from the set of the training samples. Then the
method will assign the test sample into one of the remaining classes and the classification
problem becomes a simpler one with fewer classes. The proposed method not only has a
high accuracy but also can be clearly interpreted.

� 2013 Elsevier Inc. All rights reserved.
1. Introduction

Biometrics is one of the most important branches of pattern recognition [8,12,13,31,36,38]. Face recognition is one of the
most attractive biometric techniques. Nevertheless, face recognition is still a challenging task [2,16–18,32,39,44]. This is
mainly owing to varying lighting, facial expression, pose and environment [37]. We know that the transform method is a
kind of computationally efficient method for face recognition. Typical transform methods include linear [3,21,22,25,27]
and nonlinear transform methods [5–7,9,23,24,41]. A common procedure of the transform methods such as principal com-
ponent analysis (PCA) [10,11,43] and linear discriminant analysis (LDA) [4,15] is to first exploit all the training samples to
produce the transform axes, and then use the produced transform axes to transform all the samples into a lower-dimen-
sional space. We refer to those transform methods that use all the training samples to implement the training procedure
as global transform learning methods.

A number of learning methods using local transform have also been proposed in recent years. When performing the trans-
formation or learning, these methods exploit only the information of a subset of the training samples. Examples of these meth-
ods include the methods proposed in [26,28,37,47]. In Harandi et al. [26], attempted to obtain the optimal local bases that are
beneficial to find the most discriminant features for different parts of the face space. Indeed, they obtained optimal local bases
by learning the local information of training samples. Harandi et al. [26] showed that their proposed method outperformed
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most of the previous approaches which solve the recognition problem by using a single basis for all individuals. In Sugiyama
[28], proposed a transform method to integrate the ideas of LDA and locality preserving projection (LPP). Sugiyama showed
that the proposed method was very suitable for the problem in which samples in a class were multimodal, i.e., samples from
the same class form several separate clusters [28]. In Vural et al. [37], exploited the local dependencies of samples for classi-
fication. In Liu et al. [47], proposed local-PCA-based feature extraction method. Literatures [1,14,33,46] also proposed several
methods to use the relationship between samples in a local region. In this paper, we refer to all of these methods as local meth-
ods. Hereafter ‘‘local’’ means that the method exploits only a subset of the training samples rather than all the training samples
to classify each test sample.

Recently, researchers proposed a special kind of face recognition method, i.e., sparse representation method (SRM)
[19,20]. This method uses a linear combination of all the training samples to ‘‘sparsely’’ represent and classify the face image.
Here ‘‘sparsely’’ means that some coefficients of the linear combination are equal or close to zero. In SRM, the difference be-
tween the test sample and the weighted sum of the training samples of a class is referred to as the representation residual of
this class. The coefficient of a training sample in the linear combination acts as the weight of this training sample. The meth-
od assigns the test sample into the class that produces the minimum representation residual [19,20].

In this paper, motivated by local transform methods and the sparse representation methods, we propose a new face rec-
ognition method. This method exploits the training samples of a small number of classes that are ‘‘close’’ to the test sample
to classify it. Because this method uses only a subset of all the training samples to represent the test sample, we can also
view the method as a sparse representation method. The proposed method includes two stages. The first stage identifies
the classes that are ‘‘close’’ to the test sample and removes the training samples of the other classes from the set of training
samples. Then the second stage represents the test sample as a linear combination of all the training samples from the
remaining classes. The second stage also determines the contributions of the training samples of each individual class in rep-
resenting the test sample, and exploits the contribution to classify the test sample. In this work, we devise two algorithms for
the first stage. The first algorithm assumes that the test sample can be approximately expressed as a linear combination of all
the training samples and uses the determined linear combination to identify the classes that are close to the test sample. The
second algorithm for the first stage directly exploits the Euclidean distance to identify the classes that are close to the test
sample.

The proposed method has the following rationale: as the classes in the second stage are only a subset of all the original
classes, the classification problem will become simpler. In other words, the original classification problem needs to assign
the test sample into one of all the original classes, whereas the classification problem in the second stage of the proposed
method just needs to assign the test sample into one of few classes. Usually, to assign the test sample into one of few classes
is simpler and will obtain higher accuracy. In this paper, the class label is denoted by an integer. The class with class label ‘‘i’’
is also called the ith class. Moreover, as shown in Section 3.4, the rationale of the proposed method can also be clearly inter-
preted. The experimental results illustrate the good performance of our method.

The remainder of this paper is organized as follows: in Section 2, we describe our method. Section 3 shows the rationale
and interpretation of our method. Section 4 presents the experimental results. Finally, Section 5 offers our conclusion.

2. The coarse-to-fine face recognition (CFFR) method

This section describes the proposed coarse-to-fine face recognition (CFFR) method in detail. The code of CFFR can be
downloaded at http://www.yongxu.org/lunwen.html. Suppose that there are L classes and n training samples, x1, . . . , xn.
Hereafter each sample is assumed to be a one-dimensional column vector.

2.1. The first stage of CFFR

The first stage of CFFR determines a linear combination of all the training samples that is approximately equal to the test
sample. Based on the combination, we can coarsely determine the candidate class labels of the test sample. This stage as-
sumes that the following equation is approximately satisfied:
y � a1x1 þ � � � þ anxn; ð1Þ
where y is the test sample and ai (i = 1, 2, . . . , n) are the coefficients of xi. Eq. (1) means that the test sample can be approx-
imately represented by a linear combination of all the training samples. By replacing ‘‘�’’ by ‘‘=’’, we transform Eq. (1) into
the following equation:
y ¼ XA; ð2Þ
where X = [x1� � �xn], A = [a1� � �an]T. We solve A using eA ¼ ðXT X þ lIÞ�1XT y, where l is a small positive constant and I is the
identity matrix.

Eq. (1) also shows that different training samples have different contributions in representing the test sample. For exam-
ple, the contribution of the ith training sample is ~aixi where ~ai is the ith component of eA. The test sample can be approxi-
mately represented by the sum of the contributions of the training samples from all the classes. We also measure the
contribution in expressing the test sample of the kth class using
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ek ¼ y�
Xq

i¼p

~aixi

�����
�����

2

: ð3Þ
ek is referred to as the residual of the kth class with respect to y. A small ek means that the kth class (k e C) has great con-
tribution in representing the test sample. xp, xp+1, . . ., xq denote all the training samples from the kth class, and ~ap; ~apþ1; . . . ; ~aq

stand for the pth, p + 1th and qth components of eA, respectively.
Let eq1

; eq2
; . . . ; eqL

stand for the residuals of the classes with class labels cq1
; cq2

; . . . ; cqL
, respectively. We assume

eq1 6 eq2 � � � eqL
. CFFR takes the s class labels with the first s smallest residuals, i.e. cq1 ; cq2 ; . . . ; cqs

, as the candidate classes
for the test sample. The training samples from the s candidate classes are reserved, and all the training samples from the
other classes are eliminated from the training set.

2.2. The second stage of CFFR

The second stage of CFFR first represents the test sample as a linear combination of the training samples of the first s can-
didate classes, and then exploits this linear combination to classify the test sample. This stage assumes that
y � d1t1 þ � � � þ dMtM; ð4Þ
where M is the number of all the training samples from the first s candidate classes, ti (i = 1, 2, . . . , M) denote the training
samples of all these classes, and di (i = 1, 2, . . . , M) is the coefficient of ti. We rewrite Eq. (4) as
y ¼ GD; ð5Þ
where D = [d1� � �dM]T, G = [t1� � �tM]. We obtain the solution of D using
eD ¼ ðGT Gþ cIÞ�1GT y; ð6Þ
where c is a small positive constant and I also denotes the identity matrix. We refer to GeD as the representation result of the
test sample, obtained using CFFR. The representation result can also be transformed into a two-dimensional image with the
same size as the original sample image.

The classification rule of the second stage of CFFR is as follows: first, the sum of the contribution in representing the test
sample of the rth class is calculated using
fr ¼ ~dgtg þ � � � þ ~dhth; ð7Þ
where tg� � �th stand for all the training samples of the rth class (r 2 C ¼ fcq1
; cq2

; . . . ; cqs
g). ~dg � � � ~dh denote the coefficients of

tg� � �th, respectively. ~dg � � � ~dh are also the gth, . . ., the hth entries of eD, respectively. fr can also be converted into a two-dimen-
sional matrix with the same size as the original sample image. The obtained matrix is referred to as the two-dimensional
image of the contributions of the rth class. We calculate the ultimate residual of the rth class with respect to test sample
y using
der ¼ jjy� fr jj2; r 2 C: ð8Þ
The second stage of CFFR classifies y into the class that produces the smallest ultimate residual.

2.3. Summary of CFFR

The main steps of the algorithm of CFFR can be summarized as follows:

Step 1. Solve Eq. (2).
Step 2. Determine the s candidate class labels cq1 ; cq2 ; . . . ; cqs

of the test sample based on Eq. (3).
Step 3. Obtain a linear combination of all the training samples from the cq1

th, cq2
th, . . ., and cqs

th classes that is approx-
imately equal to the test sample. That is, to use (6) to solve Eq. (5).
Step 4. Calculate ultimate residual der using Eq. (8). A small der means that the rth class (r e C) has a great capability in
representing the test sample.
Step 5. Identify the class that has the minimum ultimate residual and classify the test sample into this class.

Fig. 1 describes the flowchart of CFFR. It is clear that the first stage of CFFR consists of Steps 1 and 2 and the second stage
of CFFR consists of Steps 3, 4 and 5.

3. Interpretation and underlying rationale of CFFR

This section aims at showing the underlying rationale and giving an interpretation of CFFR. This section also shows an
alternative scheme of CFFR.
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Fig. 1. Flowchart of CFFR. The first stage of CFFR consists of Steps 1 and 2, and the second stage of CFFR consists of Steps 3, 4 and 5.
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3.1. Justification and rationale of CFFR

CFFR has the following justification and rationale: though the training samples of all the classes are available for devising
the classification algorithm, all the training samples do not have the same effect on the classification decision of the test sam-
ple. It is reasonable to assume that the class close to the test sample has great effect, and if one class is far enough from the
test sample it will have little effect and even have side-effect on the classification decision of the test sample. As a result,
when devising the classification algorithm, we can first exclude the classes that are very far from the test sample and depend
on only the remaining classes to make the classification decision. If we do so, we can eliminate the side-effect on the clas-
sification decision of the class that is far from the test sample. As a result, we may obtain higher classification accuracy.

The second stage of CFFR needs to assign the test sample to one of the s candidate class labels, thus it is indeed faced with
a problem simpler than the original classification problem, which needs to assign one of the original L(L > s)candidate class
labels to the test sample. Actually, when the first stage of CFFR determines the s candidate class labels for the test sample, it
has converted the L-class problem into an s-class problem. Usually, for a classification problem, the more the classes are, the
lower the maximum possible classification accuracy is.
3.2. Relationship with the sparse representation

In this subsection we will show that CFFR can be also viewed as a supervised sparse representation method and analyze
its computational complexity. We first simply describe the sparse representation methods proposed in [19,20]. The method
proposed in [19,20] represented the test sample as a sparse linear combination of all the training samples and obtained
promising performance for face recognition. In this paper, the ‘‘sparseness’’ is defined as follows: when the method deter-
mines a linear combination of all the training samples that is approximately equal to the test sample, the coefficients of some
training samples are equal or close to zero. We also refer to these coefficients as sparse coefficients.

CFFR can be somewhat viewed as a supervised sparse representation method. This is because when we rewrite the linear
combination in the second stage of CFFR as a linear combination of all the original training samples, the coefficients of the
training samples that have been removed from the original set of the training samples must be zero. Here, ‘‘supervised’’
means that in CFFR it is known how sparse the coefficients are (i.e., there are how many zero coefficients) and which coef-
ficients are zero. However, for the sparse representation method proposed in [20], it is not clearly known which coefficients
of the linear combination are equal or close to zero. In addition, as the method proposed in [19,20] used an iterative scheme
to obtain the numerical solution, it is not guaranteed that the ‘‘sparse’’ coefficients are true zero. However, it is sure that the
sparse coefficients of our method are true zero. Moreover, the supervised sparse representation method proposed in this pa-
per provides a very simple and feasible way to lead to sparse representation, i.e., to make the classes that are ‘‘far’’ from the
test sample have zero coefficients. Our work also visually illustrates that the sparse representation is really beneficial to clas-
sification. Actually, as shown in the experimental section, compared with the proposed method, the global version of CFFR,
i.e., the all-training-samples-based non-sparse representation method, almost always obtains a lower accuracy.

CFFR is also as a computationally efficient sparse representation method. The first and second stages of CFFR need to solve
only two linear systems, whereas the method proposed in [19,20] has a much higher computational cost. Thus, it is clear that
our method is computationally much more efficient than the method proposed in [19,20]. We analyze the computational
cost of CFFR as follows. In the first stage of CFFR, if every sample is a K � 1 column vector, then B = XTX has a computational
cost of o(Kn2). It is clear that the computational cost of W = (B + lI)�1 is o(n3). Moreover, WXTy has a computational cost of
o(Kn2) + o(Kn). As a result, the first stage of CFFR has computational cost of o(n3)+o(Kn2) + o(Kn)in total. Since Kn� Kn2, we
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might say that the computational cost of the first stage of CFFR is o(n3) + o(Kn2). In a similar way, we know that the second
stage of CFFR has a computational cost of o(M3) + o(KM2). As a result, CFFR needs a computational cost of
o(n3) + o(Kn2)+o(M3) + o(KM2).

3.3. Alternative scheme of CFFR

In this section we present an alternative scheme of CFFR (ASCFFR). ASCFFR is also composed of two stages and its second
stage is identical to that of CFFR. The first stage of ASCFFR is different from that of CFFR as follows: it uses the Euclidean dis-
tance to determine the s classes that are closest to the test sample and takes the class labels of these s classes as s candidate
class labels of the test sample. The first stage of ASCFFR first calculates the Euclidean distance between the test sample and
each training sample. Let x1� � �xn still denote the n training samples. If xi

1 � � � xi
ni

are the ni training samples of the ith class, then
the sum of the Euclidean distances between the test sample and these training samples is referred to as the distance between
the test sample and the ith class. The class labels of the s classes that have the minimum s distances are denoted by the set
C0 ¼ fcq1 ; cq2 ; . . . ; cqs

g. ASCFFR takes cq1 ; cq2 ; . . . ; cqs
as s candidate class labels of the test sample.

The main steps of the algorithm of ASCFFR can be summarized as follows:

Step 1. Calculate the Euclidean distance between the test sample and each class.
Step 2. Determine the s candidate class labels of the test sample in terms of the distances obtained in Step 1.
Step 3. Use a linear combination of all the training samples from the s classes determined by Step 2 to approximate test
sample y. That is, to use (5) to solve Eq. (5).
Step 4. Use Eq. (8) to calculate ultimate residual der, r e C

0
.

Step 5. Identify the class that has the minimum ultimate residual and classify the test sample into this class.

3.4. Interpretation of the method

In this subsection, we will give the interpretation of ASCFFR (CFFR can be also interpreted in a similar way). The first stage
of ASCFFR can be viewed as a stage that exploits the distances between the test sample and different classes to coarsely
determine the posterior probability of the test sample, whereas the second stage of ASCFFR more accurately determines
the posterior probability and ultimately classifies the test sample. If the distance between the test sample and the ith class

is disti, then the posterior probability p(ci|y) can be defined as pðcijyÞ / 1� distiPL

j¼1
distj

; i ¼ 1;2; . . . ; L. As shown in Fig. 2, p(ci|y)

might vary severely with i. This figure shows that there are six classes and the second and sixth classes have the first two
largest posterior probabilities. We assume that the test sample is truely from the second class. In real-world applications,
it is possible that the test sample is erroneously classified into the sixth class. For example, if among all the training samples,
one sample from the sixth class is closest to the test sample and the nearest neighbor classifier is used for classification, then
the test sample will be erroneously classified.

The first stage of ASCFFR also modifies the posterior probability as follows: if a class is far enough from the test sample
and has a small posterior probability (shown by the red bar), the first stage of ASCFFR will not take into account its effect on
the classification of the test sample, taking only the class labels of the other classes as the candidate class labels of the test
sample. This is equivalent to the action to assign zero to p(cj|y), where cj denotes a class that is ‘‘far’’ enough from the test
sample. The first stage does not simply regard that the test sample is from the class that has the largest posterior probability.
Fig. 2. A possible distribution of the original posterior probability p(ci|y), coarsely determined by the first stage of ASCFFR. The horizontal axis shows there
are six classes and the vertical axis shows the posterior probability (%) of each class.
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On the other hand, the first stage assumes that it is possible for the test sample to be from each of the classes whose posterior
probabilities are not zero (or are not set to zero). Thus, we say that the first stage of ASCFFR performs coarse classification.

As
PL

i¼1pðcijyÞ should equal to 1 and the first stage sets the posterior probabilities of some classes to zero, the second stage

of ASCFFR will increase the posterior probabilities of the other classes to make
PL

i¼1pðcijyÞ still equal to 1. Actually, the sec-
ond stage of ASCFFR assigns new values to all p(ci|y), ci e C as follows: it first assumes that posterior probability p(ci|y)(ci e C)

is directly related to dei, i.e., pðcijyÞ / 1� deiP
i
dei
; ci 2 C. It is clear that the smaller dei, the greater p(ci|y). Finally, the ASCFFR

classifies the test sample into the class with the greatest posterior probability. Fig. 3 visually depicts a possible distribution of
the posterior probability determined by the second stage of ASCFFR and shows that ASCFFR can correctly classify the test
sample into the second class. Fig. 3 indeed shows a modification of the posterior probability shown in Fig. 2. Fig. 4 summa-
rizes the interpretation of ASCFFR.

4. Experimental results

We conducted a number of experiments on the ORL [35], Feret [29,30] and AR [34] face databases. From the AR face data-
base, we used 3120 gray face images from 120 subjects, each providing 26 images. These images were taken in two sessions
[34]. Fig. 5 shows some face images from the AR database. From the Feret face database, we used only a subset made up of
1400 images from 200 individuals and each one contains seven images [40]. This subset was composed of images whose
names are marked with two-character strings: ‘ba’, ‘bj’, ‘bk’, ‘be’, ‘bf’, ‘bd’, and ‘bg’. For each of the ORL and Feret databases,
if t samples drawn from a subject are used for training samples (suppose that a subject contains m samples), there are
Ct

m ¼
mðm�1Þ...ðm�tþ1Þ

tðt�1Þ...1 possible cases. In other words, there are Ct
m ways to select t samples as training samples from all the m

samples. We used the same Ct
m ways to select training samples from the samples of every subject and took the remaining

samples of every subject as test samples. As a result, we obtained Ct
m training sets and Ct

m testing sets. For the Feret database,
we set t = 4. As a result, there were 35 training and 35 testing sets. We used all the sets to test the methods. For the ORL
database, we performed two experiments. In the first experiment we set t = 5, so there were 252 training sets and the same
number of testing sets. In the second experiment we set t = 6 and there were 210 training sets and the same number of test-
ing sets. For the AR face database, we used only one training set and testing set to conduct the experiment. Specifically, we
used the first eight samples per subject in the AR face database as training samples and took the others as test samples. We
resized each face image of the AR database to a 40 by 50 image by using the down-sampling algorithm presented in [45]. The
face images of the ORL and Feret databases were also resized using the same algorithm. Before all the methods were carried
out, each face image was converted into a one-dimensional column vector that has unit L2 norm in advance. When solving
Eqs. (2) and (5), we set both of l and c to 0.01. We used software ‘Matlab’ to implement all the methods. All the experiments
were run on an Intel Xeon X3430 PC.

In order to make readers easily understand Figs. 6 and 7 shown later, we interpret fr in Eq. (7) as follows. fr can be viewed
as the reconstruction result of the test sample, generated from the rth class. As presented in Section 2.2, if among all fr, fs has
the smallest residual with respect to test sample y, then CFFR classifies the test sample into the sth class. We can convert fr

into a matrix Ir with the same size as the face images used in the experiment. We refer to Ir as the reconstruction image of the
test sample, generated from the rth class. In the face recognition problem, because Ir is indeed a linear combination of the
training samples of the rth subject, it is clear that Ir looks like a face image of the rth subject. As a result, if the test sample is
truly from the sth subject and this subject has the smallest residual among all the subjects, the method will correctly classify
the test sample. Moreover, the reconstruction image generated from the sth subject will look like the original image of the
same subject.
Fig. 3. A possible distribution of the posterior probability p(ci|y) determined by the second stage of ASCFFR. The horizontal axis shows there are six classes
and the vertical axis shows the posterior probability (%). The posterior probability shown in this figure is a modification of the posterior probability shown
in Fig. 2. In this figure, both the first and fifth classes have a posterior probability of zero.



Fig. 6. An original test sample and the reconstruction images obtained using the global version of CFFR. (a) Shows the original test sample from the ORL
database. (b–e) Show the reconstruction images of the four classes that have the first four smallest ultimate residuals, respectively. It is clear that since the
reconstruction image with the smallest ultimate residual (shown in b) was not generated from the subject of the test sample, the global version of CFFR
would not correctly classify the test sample.

Fig. 7. The same test sample shown in Fig. 6 and the reconstruction images obtained using CFFR. In CFFR s was set to 10. (a) Shows the same original test
sample shown in Fig. 6. (b–e) Show the reconstruction images of the four classes that have the first four smallest ultimate residuals, respectively. It is clear
that CFFR correctly classified the test sample.
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Fig. 4. Flowchart of ASCFFR.

Fig. 5. Some face images of one subject from the AR database.
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We use Figs. 6 and 7 to show one original test sample and the reconstruction images. Figs. 6 and 7 respectively show that
the results of CFFR and the global version of CFFR, on one test sample from the ORL database. Hereafter the global version of
CFFR means that CFFR is carried out in the following way: it first represents the test sample by a linear combination of all the
training samples of all the classes and then it calculates ek using Eq. (3), and classifies the test sample into the class with the
minimum ek. In other words, the global version of CFFR indeed implements only the first stage of CFFR and does not carry out
the second stage of CFFR at all. Clearly, the global version of CFFR is identical to the global representation method presented
in [42]. Moreover, from Section 3 we know that the global versions of ASCFFR and CFFR are implemented in the same
manner.

From Figs. 6 and 7, we see that CFFR correctly classified the test sample, whereas the global version of CFFR failed to do so.
Figs. 8–10 show the experimental results on the ORL, Feret and AR databases, respectively. In these figures, the vertical axis



Fig. 8. Means of the rates of classification errors (%) of CFFR and ASCFFR on the ORL face database. When the value of the horizontal axis equals to 40, the
corresponding vertical axis indeed shows the means of the rates of classification errors of the global versions of CFFR and ASCFFR. m Stands for the number
of the training samples per subject.

Fig. 10. Means of the rates of classification errors (%) of our method on the AR database. When the value of the horizontal axis equals to 120, the
corresponding vertical axis indeed shows the means of the rates of classification errors of the global versions of CFFR and ASCFFR.

Fig. 9. Means of the rates of classification errors (%) of our method on the Feret database.
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shows the mean of the rates of classification errors (%) on all the testing sets and the horizontal axis shows the number of the
classes used for classification.

Tables 1–3 show the mean of the rates of classification errors (%) of the nearest neighbor classifier, the minimum and
maximum means of the rates of classification errors (%) of CFFR and ASCFFR on the three face databases. For CFFR and ASCFFR
on the ORL and AR databases, the tables show only the results of the experiments in which CFFR and ASCFFR take more than
fifteen percent of all the classes as the candidate classes, i.e., s P 0:15 � L. These figures and tables clearly show that CFFR
(ASCFFR) is able to obtain a much smaller rate of classification errors than the global version of CFFR (ASCFFR). For the ORL
and AR databases, we see that our method can also classify more accurately than the nearest neighbor classifier. For the Feret
database, the minimum mean of the rate of classification errors obtained using our method is also much lower than that
obtained using the nearest neighbor classifier. The figures also show that our method can achieve a very low rate of classi-
fication errors when s is set to a proper value.

Tables 4–6 show the classification results of LDA and PCA. As the within-class scatter matrix Sw of LDA was singular, we
changed it to Sw + 0.001I where I is the identity. These tables show that CFFR and ASCFFR can classify much more accurately
than PCA. For example, while PCA on the Feret database obtained a minimum error rate of 36.02%, CFFR and ASCFFR achieved
a minimum error rate of 30.22% and 32.74%, respectively. In most cases, CFFR and ASCFFR on the Feret database obtained a
lower error rate than LDA. Moreover, CFFR and ASCFFR on the AR database obtained a much lower error rate than LDA. LDA
on the AR database obtained the error rate of 34.21%, whereas CFFR obtained a minimum error rate of 28.29%. The minimum
rate of classification errors of CFFR and ASCFFR on the ORL database was also lower than that of LDA.



Table 1
Means of the rates of classification errors of the nearest neighbor classifier, the minimum and maximum means of the rates of classification errors of CFFR and
ASCFFR on the ORL database.

Number of training
samples per subject

Nearest neighbor
classifier (%)

Minimum mean
of CFFR (%)

Minimum mean of
ASCFFR (%)

Maximum mean of CFFR
and ASCFFR (%)

The global versions of CFFR
and ASCFFR (%)

6 5.91 3.18 3.37 5.64 5.64
5 7.55 4.07 4.30 6.81 6.81

Table 2
Means of the rates of classification errors of the nearest neighbor classifier, the minimum and maximum means of the rates of classification errors of CFFR and
ASCFFR on the Feret database.

Number of training
samples per subject

Nearest neighbor
classifier (%)

Minimum mean
of CFFR (%)

Minimum mean of
ASCFFR (%)

Maximum mean of CFFR
and ASCFFR (%)

The global versions of CFFR
and ASCFFR (%)

4 36.05 30.22 32.74 42.14 42.14

Table 3
Means of the rates of classification errors of the nearest neighbor classifier, the minimum and maximum means of the rates of classification errors of CFFR and
ASCFFR on the AR database.

Number of training
samples per subject

Nearest neighbor
classifier (%)

Minimum mean
of CFFR (%)

Minimum mean of
ASCFFR (%)

Maximum mean of CFFR
and ASCFFR (%)

The global versions of CFFR
and ASCFFR (%)

8 41.76 28.29 28.75 33.29 30.05

Table 4
The mean of the classification error rates of PCA and LDA on the AR database. The number in the first row is the number of the transform axes used.

Number of the transform axes used 50 (%) 100 (%) 150 (%) 200 (%) 199 (%)

PCA 45.32 42.69 42.13 41.85

LDA 34.21

Table 5
The mean of the classification error rates of PCA and LDA on the Feret database. The number in the first row is the number of the transform axes used.

Number of the transform axes used 50 (%) 100 (%) 150 (%) 200 (%) 199 (%)

PCA 38.00 36.38 36.19 36.02

LDA 36.31

Table 6
The mean of the classification error rates of PCA and LDA on the ORL database. The number in the
first row is the number of training samples per subject. The number in second column denotes
the number of transform axes used in PCA and LDA, respectively.

Number of training samples per subject 5 (%) 6 (%)

PCA 50 7.18 5.22
100 7.87 5.96
150 7.78 6.12
200 7.55 6.02

LDA 39 4.82 3.71

Table 7
The mean of the classification error rates of the Gabor-filter-based nearest neighbor classifier.

Number of training samples per subject 5 (%) ORL Feret AR
6 (%) 4 (%) 8 (%)

(Mean of) classification error rate 6.05 4.51 33.60 40.14
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We also tested the Gabor-filter-based nearest neighbor classifier. We used nine Gabor transformation results (the Gabor
transformation was carried out at three different orientations and scales) of each face image to perform classification. For
each of the ORL, Feret and AR databases, we used the same training sets and testing sets presented above. The experimental
results are shown in Table 7. We see that CFFR can also obtain a lower error rate than the Gabor-filter-based nearest neighbor
classifier.

Our method simply assumes that each subject has an equal number of images. As a result, the algorithm might obtain an
unsatisfactory accuracy in the case where different persons provide different numbers of images. However, in order to ad-
dress the above issue, we can slightly modify our method. In particular, under the condition that different persons provide
different numbers of images, we can revise Eq. (8) to der = nr||y � fr||2, r e C where nr denote the number of training samples
from the rth class. The above formula allows the residual between the test sample and all the fr to be evaluated in a fair way
by simultaneously exploiting ||y � fr||2and nr to calculate the residual.

5. Conclusions

The proposed coarse-to-fine face recognition method uses two consecutive stages to classify face images. Its first stage
performs a coarse classification, determining a small number of candidate class labels of the test sample. The second stage
conducts a fine classification, determining the ultimate class label of the test sample. The proposed method is simple, the-
oretically reasonable and computationally very efficient. One of the main rationales of this method is that it reasonably
makes the classification problem become a simpler one with fewer classes. Moreover, the proposed method can be clearly
interpreted. The proposed method obtains a promising accuracy in a large number of face recognition experiments.
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